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‌T‌ he various economic and social im-
plications of “digitalisation” have 

been discussed in many scientific disci-
plines and regarding manifold aspects. 
For instance, early analyses on the dig-
ital economy began with Tapscott (1994) 
and Rochet and Tirole (2003), while pub-
lications on digital capitalism date from 
Schiller (1999) to Staab (2019).

Yet, ecological economy research has 
only marginally touched upon the issue 
of digitalisation so far. Despite a surge in 
publications regarding Green IT already 
in the 2000s and attempts to research 
ICT for Sustainability from a compre-
hensive and interdisciplinary perspective 
more recently, a particular focus on chal-
lenges related to governing economic ac-
tivities linked to digitalisation in a way 
that these promote sustainability, is still 
emerging.

Increased digitalisation

This special issue wants to contrib-
ute to this endeavor. The articles com-
bined in this volume all comprise inter-
disciplinary approaches that address the 
overarching questions that are key to 
ecological economics: How is the inter-
dependence and coevolution of human 
economies and natural ecosystems af-
fected by increased digitalisation? How 
can comprehensive governance arrange-
ments and especially policies shape digi-
talisation in a sustainable way?

The publication appears timely, be-
cause the series of “Corona Shutdowns” 
in 2020 and 2021 have provided prime 

examples for this: As remote working 
from home, video conferencing, digital 
meetings and e-learning have greatly ad-
vanced due to politically imposed meas-
ures for social distancing, this has – at 
least intermittently  – significantly re-
duced energy and resource consump-
tion as well as greenhouse gas emissions 
from manufacturing, consumption and 
particularly, the transport sector. While 
it can be doubted whether such devel-
opments will last after the COVID‑19-vi-
rus will be banned, the example high-
lights that the question whether digitali-
sation serves as a leverage or rather as an 
impediment to a sustainable economic 
transformation is of high relevance to 
ecological economy research.

Bits & Bäume

The articles in this special issue 
ground in several years of public and sci-
ence-policy debates in Germany. The re-
search group Digitalization and Sustain-
ability [1], which jointly conceptualized 
this journal issue, prepared the ground 
with some early events and publications, 
including the book Smart Green World 
(Lange/Santarius 2020). This signifi-
cantly raised attention and fostered pub-
lic debate on the issue, which achieved 
a first climax with the large networking 
conference Bits & Bäume.

The conference brought together 
close to 2.000 civil society and scientific 
actors from the tech and “hacker” com-
munities on the one hand, and the en-
vironmental and sustainability commu-

nities on the other hand. The research 
group Digitalization and Sustainability 
continued this fruitful interdisciplinary 
networking by way of a public event se-
ries, the Forum Bits & Bäume, through-
out 2019 and 2021. The articles in this 
volume directly address the five topics of 
this event series and hence, provide in-
sights not only from up-to-date research, 
but also incorporate ideas and feedback 
from transdisciplinary actors from pol-
icy and civil society which participated in 
the events.

Annotation
[1]	 The research group was established in 2016 

as a cooperation project between the Institute 
of Ecological Economy Research (IÖW) and 
the Technical University Berlin.
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Introduction

A Marriage Story of Digitalisation 
and Sustainability?

Can digitalisation be part of the solution to 
pressing sustainability challenges? Or are current 
developments going to impede a socio-ecological 
transformation? The answer is not black and 
white; it is complex and cross-cutting. We analyse 
key problems and give an outlook on possible 
solutions.
By Maike Gossen, Friederike Rohde and 
Tilman Santarius

‌T‌ he United Nations Sustainable Development Goals (SDG) 
provide a guiding framework for worldwide policies that en-

sure a good life for present and future generations. If the SDG 
are to be met, resource consumption, greenhouse gas emis-
sions, poverty and inequality have to be reduced as far as possi-
ble, while education, welfare, climate protection, and biodiver-
sity should be promoted to expand and flourish in future years. 
Digitalisation, here understood as the permeation of various in-
formation and communications technology (ICT) devices and 
applications (hard- and software) into diverse areas of everyday 
life, society, and economy, may have significant implications on 
how the SDG can be achieved.

On the positive side, digital tools and applications may serve 
as levers and can trigger dynamic sustainability transforma-
tions in various sectors. For instance, several reports outline the 
potentials of digitalisation to increase energy efficiency, avoid 
resource waste, improve access to sustainable services, and in-
novate new sustainable practices (e. g. Digital Future Society 
2020; GeSI/Accenture 2018; Hilty/Bieser 2017).

On the negative side, digitalisation can aggravate ongoing 
trends that are polarizing income or education level, and en-
couraging further economic growth that demands additional 
energy and resource consumption. This, in turn, could affect 
certain consumption patterns to become more instead of less 
energy or resource intensive (e. g. WBGU 2019; Lange/Santar-
ius 2020). And with filter bubbles and echo chambers in dig-
ital space buttressing polarized discourses on climate change 
(Williams et al. 2015), successfully arguing sustainability cases 
is likely to become increasingly difficult. These examples sug-
gest what has been found by more solid studies (e. g. Hilty/Aeb-
ischer 2015; Santarius et al. 2020): It is hard to draw an over-
all conclusion on how digitalisation impacts sustainability. In-
stead, politics, companies, and individuals must actively shape 
societal digitalisation processes to maximize their potentials for 
sustainability. Opportunities, risks and options for policies and 
actions need to be analysed in more detail.

This journal volume contributes to the endeavour to dive 
deeper into certain topics and to explore further the nexus of 
digitalisation and sustainability. In the following, we present 
the problems and challenges associated with digitalisation for 
sustainable development in infrastructure and services, hard-
ware and software, energy systems and Artificial Intelligence 
(AI). Noticeably, the high expectations of digitalisation as a pan-
acea have not yet been fulfilled and they depend heavily on the 
social, economic and political framework conditions. In par-
ticular, the question of what policies for a sustainable digitali-
sation can look like in distinctive fields of action is examined 
in the articles of this journal volume.

Digital services and infrastructures

Many of the digital services on the internet today have the 
character of public goods. Search engines, Social Media, video 
portals, and online shops and marketplaces provide key infra-
structures and services to society and the economy. They are, 
by and large, non-excludable and generate common value to 
society, for instance by providing easy access to information 
anywhere and anytime. However, particularly the large service 
providers such as Google, Facebook, or Amazon are run by pri-
vate actors and hence, follow commercial interests. Their data-
based business models use data to create private goods and 
sell personal information to third parties, particularly to adver-
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tising and profiling companies. The use of machine learning 
and large data sets (Big Data) further perfects such procedures. 
These uses generate challenges regarding privacy, data protec-
tion, and data tracking.

Another problem is the organization of many digital plat-
forms as multi-sided markets that facilitate transactions be-
tween different user groups for free. In turn, these digital plat-
forms also make money of data collection and extraction and 
selling data to third parties such as advertising companies (Sr-
nicek 2017). To intensify data extraction, platforms employ al-
gorithms promoting content that is more likely to trigger user 
engagement. As a result, information is assessed regarding its 
utility for the platform, not for the user. A second major prob-
lem for platform users relates to platform markets’ monopoli-
zation tendencies. Today, data, capital and power are increas-
ingly centralized in the hands of a few platform incumbents. 
This increased market power gives the major platforms a “too 
big to fail” status, often rendering them additional leverage 
against social and environmental protection legislation.

Private actors with commercial interests

Moreover, basic internet infrastructures (data centres and 
broadband networks) are currently run by private companies. 
For instance, more than half of the ocean cable data capacities 
are owned by four content providers (Alphabet, Microsoft, Fa-
cebook, Amazon). Further, dependence has grown immensely 
on cloud platforms that provide the infrastructure to store, ana-
lyse, and utilize ever larger parts of companies’ and individuals’ 
private data (Staab/Nyckel 2019). That these services are largely 
controlled by US and Chinese companies is not only alarming 
from a geopolitical point of view but is also problematic con-
cerning compliance with data protection law; for instance, the 
European General Data Protection Regulation (GDPR) does not 
apply abroad and is partly contradictory to foreign legislation, 
e. g. to the US Cloud Act. Besides, online marketing for com-
mercial purposes is being increasingly used not only on plat-
forms serving digital public goods but throughout the internet. 
Techniques such as Big Data analytics and the personalization 
of advertisement make marketing more effective, but also more 
manipulative. They create unnecessary buying needs and pro-
mote unsustainable and excessive consumption.

To summarize, privatization, lack of data protection, online 
advertising, and digital business models bring challenges for 
distributive justice, digital self-determination, democratic par-
ticipation, and ecological sustainability. What policy perspec-
tives and possible actions are there for policy makers, compa-
nies and consumers to treat these challenges to nurture rather 
than contradict global sustainable development? Two articles 
in this volume deal with these questions. Vivian Frick, Maike 
Gossen, Jonas Pentzien, Dominik Piétron und Rena Tangens 
outline how the state could build a sovereign digital infrastruc-
ture and counter the centralization tendencies of the platform 
economy. The authors make suggestions for protecting infor-

mational self-determination and civil and consumer rights, for 
example, by continuing to develop EU regulations such as the 
GDPR and ePrivacy. The second article, by Harriet Kingaby, 
focuses on digital advertising and its role in shaping the inter-
net as a commercial space and as a space in which misinfor-
mation and hate speech can flourish. She deals with what Arti-
ficial Intelligence and algorithmic decision-making do for the 
pervasion of digital advertising and the manipulation of us-
ers through digital advertising. Her problem analysis leads to 
proposing policy interventions known from offline spaces to 
reduce overconsumption, disinformation, and hate speech on 
the internet.

Hardware and software are interdependent

The production, use, and disposal of ICT devices (hardware) 
as well as the design and use of software and the associated data 
traffic have ecological and social impacts. Digitalisation’s mate-
rial and immaterial basis must, therefore, be thought of more 
closely together. Design criteria such as longevity, reparability, 
and frugal use of resources play a decisive role in the endeav-
our to make producing and using hardware more sustainable. 
Open standards and licenses can establish important founda-
tions for more sustainable software and hardware.

A large part of the environmental impact of ICT hardware 
occurs in the production phase. Therefore, the continued use of 
existing hardware is preferable to the purchase of new devices. 
A device’s lifetime can be prolonged, for example, by modular 
design and options for repairability. However, without suitable 
software, a hardware’s life span is often limited. For example, 
current operating systems are geared to current hardware con-
figurations and can no longer be used securely once the manu-
facturer stops supporting them. A newly released operating sys-
tem, on the other hand, may not be able to run on an older de-
vice. A lack of interoperability of software and (older) hardware 
in combination with the early end of software support means 
that still functional hardware is increasingly replaced before 
the end of the product life cycle (Manhart et al. 2016). Software, 
too, can often not be used in the long term as a result of an 

“The high expectations  
of digitalisation as a panacea  

have not yet been fulfilled  
and they depend heavily on the  

social, economic and political  
framework conditions.”
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artificially enforced reduction in the life cycle of ICT systems 
through proprietary licenses and vendor lock-in.

Even though devices and applications are becoming rela-
tively more efficient, the absolute consumption of energy and 
resources is rising due to the increasing size and higher per-
formance and screen resolution of consumer electronics de-
vices (Prakash et al. 2017). Any declining energy consumption 
on the part of end users is being far more than neutralized by 
higher energy intensities in hardware production and by an in-
creasing demand for computational capacities and digital ser-
vices in virtual clouds. To curb these countervailing effects, ef-
ficiency improvements must be flanked by strategies that im-
prove hardware consistency so as to ensure compatibility with 
natural cycles, use fewer toxic materials, and increase the share 
of renewable resources in energy supply. At the same time, the 
countervailing effects can be treated by measures targeting more 
sufficiency-oriented use of hard- and software, e. g., using de-
vices longer, or using less data-intensive services. The environ-
mental impact of software results from the use of hardware and 
transmission processes (computing power, memory, networks) 
during its development, use, and deinstallation. Although the 
share of software-related energy consumption in the total energy 
consumption of ICT has not yet been reliably quantified, stud-
ies have shown that different software products that fulfil the 
same functional requirements can differ significantly in their 
power consumption (Gröger et al. 2018; Naumann et al. 2011).

Another challenge is posed by increasing resource require-
ments for producing terminal devices, servers, and networks. 
Digital devices consist of various metals, which are classified 
as conflict raw materials (INKOTA-netzwerk e. V. 2016) and 
are mined mainly in countries of the Global South under haz-
ardous working conditions and massive violations of labour 
laws. In addition, there is considerable environmental pollu-
tion through for example contaminated soils, rivers and water 
reservoirs, deforestation, and air pollution (Pilgrim et al. 2017). 
Moreover, the product life cycle of many devices often ends with 
electronic waste when the products are not brought back into 
production as recycled resources.

On the waste disposal sites in countries of the Global 
South people live and work under inhumane conditions and 
health hazards to obtain recyclable raw materials from e-waste 
(Höfner/Frick 2019). Moreover, these processes lack transpar-
ency, as the production and disposal locations and conditions 
are often not traceable. What is a challenge for hardware, to 
some extent also applies to software. The production and pro-
gramming of software is also often characterized by a lack of 
transparency. Proprietary software development delivers readily 
compiled and sealed code to users who have no way of check-
ing whether the software is doing what it claims to be doing. 
Knowledge about the software is kept secret by companies, re-
sulting in dependencies and knowledge monopolies.

These challenges are addressed by two articles in this vol-
ume that shed new light on the problems and discuss possible 
solutions. Johanna Pohl, Anja Höfner, Friederike Rohde, and 

Erik Albers show that the growing number of digital devices 
not only entails growing energy and resource demands but can 
elicit massive human rights violations as well. Therefore, the 
authors argue, the interdependency of hardware and software 
has to be considered if sustainability challenges are to be met. 
Free and open-source software and open and repairable hard-
ware could address many issues deriving from resource deple-
tion and short product-lifetimes. Policy measures that enable 
and foster transparent production, longevity, and the “right to 
repair” as well as adjusted public procurement rules should be 
implemented to ensure sustainable hard- and software. Maxi-
milian Voigt points out that the potentials of open hard- and 
software can only be realized if people’s competences move be-
yond simply using digital technologies. Open education and 
collective reconfigurations of digital technologies should be a 
core focus in education. Makerspaces (open working and learn-
ing spaces) that foster knowledge about technical functions and 
promote self-determined use of technology can serve as places 
for new ideas and empowerment and thus contribute to digital 
literacy and sustainable practices of technology use.

Digitalisation and transforming 
the energy system

Renewable energies currently account for 42.1 % of gross 
electricity consumption in the German electricity mix (UBA 
2020). This significant share of renewables already poses chal-
lenges for grid operation at both distribution and transmis-
sion levels. Enabling a supply of 100 % renewable electricity 
and, eventually, 100 % renewable total energy consumption re-
quires the intelligent control of load flows in the energy system. 
Digitalisation is an important prerequisite for a successful en-
ergy turnaround (dena 2016). Automatic control and network-
ing possibilities are expanding the role of prosumers in the en-
ergy market. As digitalisation continues, small-scale players at 
the household level can be networked to create new organiza-
tional forms that fundamentally change existing value chains 
and even market structures.

In addition, intelligently connected energy systems are be-
coming increasingly important: So-called smart grids are ex-
pected to reduce energy system complexity and ensure power 
grid stability. For example, digital power transformers allow un-
expected situations in the network to be recognized and con-
trolled from the network control centre (Jendrischik 2020). 
However, a number of legal and technical questions are still 
open with regard to smart grids. For example, there are rules 
that allow network operators to switch off individual producers 
or consumers in the event of network bottlenecks in order to 
avoid a power outage. Yet, it is still unclear according to which 
criteria the regulation functions in a complex context of a mul-
titude of flexibilities. What are needed are clear definitions of 
economic and technical criteria so as to enable algorithms and 
digital devices to provide support. Although grid level in the 
current energy system have been distributed between distri-
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bution system operators and transmission system operators, 
these responsibilities can change if complex interactions be-
tween grid levels occur. It is also unclear who owns or should 
have access to the large amount of data collected for operators. 
And this excessive data leads to a further ecological challenge 
since the high-resolution data from the grid causes additional 
emissions with each transfer.

A complete switch to renewable energies in industrial coun-
tries (such as Germany) is only realistic if the absolute energy 
demand is significantly reduced  – roughly by 50 % by 2050 
(Prognos et al. 2020). It is largely undisputed that the digitali-
sation of the energy system will play an important role in this 
reduction. But does it make sense to completely digitize the en-
ergy system? Or would the energy and resources required for 
such a full-fledged digitalisation countervail any savings and 
efficiency gains? Particularly in the electricity sector, digitalisa-
tion processes aim to achieve positive environmental effects not 
only through direct savings by consumers but also at the sys-
temic level of network control. Yet the effects on the system as 
a whole are currently not quantifiable. For some applications, 
it is unclear whether the high negative environmental impacts 
caused by producing and operating sensor technology, measur-
ing devices, and ICT, and by transferring and using data, can be 
offset by the positive effects. Hence the pivotal question arises: 
How much digitalisation of the energy system is appropriate? 
Furthermore, the digitalisation of the energy system may in-
crease its vulnerability. Against the background of far-reach-
ing, potentially catastrophic and thus economically and socially 
hardly tolerable consequences such as power outages or the 
hacking of energy systems, it is key to design power supply sys-
tems as resilient as possible.

Again, two articles of this volume cover those challenges. 
Astrid Aretz, Swantje Gährs, Friederike Rohde, and Hendrik 
Zimmermann provide an overview of current environmental 
and social challenges regarding the digitalisation of the Ger-
man energy system and argue for a more differentiated con-
sideration of the relevant issues. A digitalised energy system 
should be ecological, resilient, inclusive, and open to diverse 
technologies. These aims should be realized by appropriately 
regulating market rules and technical standards and by meas-
ures to financially support consumers and enhance their rele-
vant knowledge. Only appropriate framework conditions can 
enable decentralized structures and the coordination between 
the different actors from the energy system and other sectors 
(such as mobility). Saving energy with or despite digitalisation 
is a question that is covered in the article by Irmela Colaço. 
Current developments impede an ecological supportive use 
of digital energy technologies, and the repairability and dura-
bility requirements in the EU Eco-design Directive do not go 
far enough. There is a lack of political actions for strengthen-
ing prosumers, sharing communities and other forms of de-
centralized energy transition and digital sufficiency should be 
developed as a guiding principle for energy system transfor-
mation.

Expectations of Artificial Intelligence …

AI is the current “buzzword” when it comes to increasing ef-
ficiencies through digital applications. Additional positive con-
tributions from AI‑based systems are expected from networked 
energy and transport infrastructures, highly precise earth ob-
servation for climate change, new weather warning and fore-
casting systems, or improved solutions for waste and resource 
management, to mention but a few. And in fact, numerous 
projects for monitoring, modelling and managing ecosystems 
and biodiversity, for example in forestry, agriculture, and fish-
eries already use AI.

When discussing the sustainability contributions of AI ap-
plications, however, the energy and resource intensities of 
AI‑based computational processes need to be taken into ac-
count. AI applications are often more energy intensive than 
conventional mathematical methods (e. g. regressions), even 
when the increasing energy efficiency of data centres is taken 
into account. For instance, deep learning algorithms, which an-
alyse large amounts of data in artificial neural networks in order 
to recognize patterns and generate forecasts, consume particu-
larly large amounts of energy. Moreover, AI applications indi-
rectly affect resource consumption since they use an increasing 
share of hardware in data centres and terminal devices. Produc-
ing sensors and circuit boards involves metals such as tin, sil-
ver, platinum, or tungsten associated with ecological and social 
problems, especially in the Global South (see above).

 … exceed the actual environmental 
protection potential

At the same time, positive environmental impacts of AI of-
ten depend on whether and in what form social transformation 
processes take place in parallel. For example, an AI‑based opti-
mization of the energy system provides limited value to reach-
ing sustainability goals if renewable energies are not expanded. 
This expansion is, in turn, linked to a variety of societal factors 
that cannot be managed by technical means alone; various im-
pediments have to be overcome, such as public scepticism about 

“Digitalisation can aggravate  
trends that are polarizing income  

or education, and encourage 
economic growth that demands  

energy and resource consumption.”
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wind power plants or the dominance of lobby power by large 
conventional electricity providers. Hence the question is key: In 
which socio-economic framework conditions are AI‑based solu-
tions applied, by which actors and according to which guiding 
interests? Hence, besides technical opportunities and risks, the 
political economy of AI needs to be considered.

In the first corresponding article, Friederike Rohde, Maike 
Gossen, Tilman Santarius and Josephin Wagner reveal the di-
verse ecological, social, and economic challenges related to ap-
plying AI‑based systems. They identify attempts to address 
those issues through regulation, rules, and guidelines for re-
sponsible AI. However, in current or prospected regulations, 
ecological impacts of those deep learning algorithms are not 
considered at all. Green cloud computing with energy efficiency 
standards for data centres could be one possibility to address 
the negative ecological impacts. Indeed, most effective would 
be measures such as taxes on carbon emissions, resources, and 
appropriate public procurement guidelines. And above that, 
AI‑based applications have to be used with caution and in ar-
eas where it really makes sense, as Sarah-Indra Jungblut ar-
gues. Her article focuses on AI‑based applications and their 
contribution to environmental or climate protection. These ap-
plications can be used to reduce energy consumption or food 
waste, or for predictive maintenance. However, regarding their 
ecological impacts and possible ethical problems, those tech-
nologies must be implemented with due precaution and in a 
reasonable manner to avoid overkill.

The last two articles of this volume deal with the overarch-
ing question of how digitalisation can contribute to the socio-
ecological transformation, and in this sense take a bird’s eye 
view. Josephin Wagner and Steffen Lange discuss whether dig-
italisation can support growth independence and sufficiency-
oriented lifestyles. Sarah Ganter provides an overview of how 
the discourse on a digital tax for financing the socio-ecological 
transformation has developed in recent years. She explains the 
weaknesses in the taxation of multinational corporations in the 
digital economy and attempts by the OECD to reform the inter-
national tax system.
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The internet has become characterized by deficien- 
cies in data protection, distributive justice and 
sustainability. They result from commercialization, 
privatization and the dominance of a few tech 
companies. We present policy measures to 
retransform the internet into a public space 
designed for the common good.
By Vivian Frick, Maike Gossen, Jonas Pentzien, 
Dominik Piétron and Rena Tangens

‌T‌ he internet was initially developed as a tool primarily for 
the military and science to communicate and transfer in-

formation. In the early 1990s, it was opened to civil society and 
transformed, mainly through two user groups. First, a civic on-
line community evolved, one in which services and information 
were – and still are – jointly developed and shared as free and 
open-source software. Software, data and algorithms are non-
rival goods that, albeit with updates, can be used indefinitely 
without losing their value. Thus, non-commercial and com-
mons-oriented practices, such as Mozilla Firefox or the Linux 
Kernel, have been able to flourish and achieve global recogni-
tion. Second, a commercial interest group quickly emerged to 
match, if not supersede, those civic interests. In Germany, it 
was especially the 1998 liberalization of the telecommunication 
market that led to the internet’s infrastructure no longer being 
maintained by public actors. Also, private companies started to 
treat the internet as a marketplace for profit. This commerciali-
zation created the basis for numerous issues concerning social 
inequality, democratic principles and environmental degrada-
tion (c. f. Kingaby this issue). Dealing with these issues has be-
come urgent as a result of the growing importance placed on 
technology-driven phenomena such as big data, cloud comput-
ing, artificial intelligence and the platform economy. Not just 
industry but also the state is heavily subsidizing these techno-
logical developments. The social and ecological issues arising 
with these developments, and how these issues could be politi-
cally resolved, are addressed in the following sections.

Build a sovereign digital infrastructure

The basic internet infrastructure consists – in our under-
standing  – of data centres, mostly referred to as cloud plat-

forms, and the connection between them via broadband net-
works. Both are currently run by private companies. Due to 
this dependency on private business, internet access is unfairly 
distributed as especially in rural areas, it is not profitable, and 
expansion is coming to a standstill. To address this particu-
lar market failure, the state is called upon to apply regulatory 
measures to secure a substantial expansion of fibre optic and 
mobile networks and to provide everyone with non-discrim-
inatory internet access. The expansion by the state is logical 
since the networks are a public good that can best be oper-
ated within the framework of a non-profit, public law institu-
tions – much like roads, water supply and energy networks. To 
guarantee this security of supply, all legal means must be ex-
hausted in promoting the expansion under state supervision. 
In addition, government support should be available for organi-
zations that provide free, decentralized internet access as a pub-
lic good.

Further, developments in cloud computing have led to a 
growing dependency on cloud platforms. They provide the in-
frastructure to store, analyse and utilize the increasing bulk of 
companies’ and individuals’ private data (Staab/Nyckel 2019). 
This increasing dependency makes cloud platforms a critical in-
frastructure on which the data sovereignty of individuals, com-
panies and public actors increasingly rely. In this respect, it is 
not only a matter of competitive concern that US and Chinese 
providers (e. g. Amazon, Microsoft, Google, Alibaba) are largely 
controlling this market. To reduce dependency on quasi-mo-
nopolistic cloud providers, German state and industry players 
initiated the Gaia-X certification project. The initiators claim to 
create a secure, state-certified network of data centres. However, 
consumers and workers have hardly benefited so far, as com-
panies are still monetizing personal data without hindrance 
due to legal loopholes in the General Data Protection Regula-
tion (EU GDPR). To improve the situation for the general pub-
lic, the Gaia-X project must be brought under democratic con-
trol: Trade unions and civil society organizations for data and 
consumer protection must be involved in supervising the cloud 
platforms and the enforcement of Gaia-X rules.

A second important part of basic internet infrastructure is 
search engines, through which web content is mostly accessed. 
Regarding these, Europe is currently at the mercy of an oligop-
oly, of which all providers are located outside the EU: Google 
(USA), Bing (USA), Yandex (Russia) and Baidu (China). These 
four have each built up their own vast search index – a data-
base in which all findable websites with content and links are 

Decommercialising the internet

Policies to Transform the Internet 
from Marketplace to Public Space 
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analysed and systematically stored. Other, new search engines 
currently have no chance on the market, no matter how good 
their search algorithms, design or business model are. A sin-
gle small company cannot match the lead of the “big four” with 
their databases. Europe should therefore use public funds to 
build its own search index and make it available to the pub-
lic. With access to this European search index, European com-
panies could finally set foot in the search engine market, even 
with a limited budget.

Third, internet browsers, cloud applications and software of 
all kinds, which increasingly only work with an internet con-
nection, are also part of important digital infrastructures. Here, 
the state should generally provide financial support for the free 
and open source (FOSS) movement, which makes software 
available non-commercially and freely. Open-source software 
is now built into almost all digital applications and thus also 
represents a public good that must be protected and promoted. 
In contrast to proprietary, commercial software, open-source 
preserves the technological sovereignty of its users, since no 
vendor lock-in effects can occur. In addition, open code also en-
ables better security auditing of critical software.

Curtail platform-power

Digital platforms not only function as providers of essen-
tial digital infrastructures; they also double as business mod-
els. This platform-based business model exhibits two functions. 
First, platforms are multi-sided markets that facilitate transac-
tions between different user groups. In this process, value is 
extracted by way of commissions or user fees. However, sec-
ond, platforms collect the data created in those transactions. Ex-
tracted user data is subsequently aggregated, evaluated and ac-
cess to it is sold or leased to third parties, for example, for ad-
vertising purposes (Srnicek 2017). To intensify data extraction, 
platforms employ algorithms that promote content that is more 
likely to trigger user engagement. As a result, information is 
assessed regarding its utility for the platform, not for the user. 
The reason is simple: The longer a user remains on a platform, 
the more behavioural data and personal information is gener-
ated, in turn, increasing the revenue stream. Put simply, plat-
forms are about profit, not people – even though some of them 
are called “social” media.

A second major problem for platform users relates to plat-
form markets’ monopolization tendencies. The more users a 
platform has, the more attractive it is (the so-called network 
effect) – for both users and platform owners. Resultingly, the 
major platform incumbents such as Google, Facebook, Weibo 
and Amazon have worked intensely in recent years on get-
ting their networks to grow, capturing more and more share of 
their respective industries in the process. This growth has led 
to the number of marketplaces, search engines or smartphone 
operating systems considerably diminishing, leaving only a 
few global corporations able to provide competitive products 
(Statista 2019 b). Today, data, capital and power are increasingly 

centralized in the hands of the platform incumbents, which 
leads to smaller and non-commercial platform providers being 
crowded out of their respective industries (Zuboff 2019). This 
increased market power gives the major platforms a “too big 
to fail” status, often rendering them additional leverage against 
social and environmental protection legislation.

Level the playing field for cooperatively-run 
platforms

Two things are urgently needed to counter this centraliza-
tion and its adverse effects on platform users: Stronger regula-
tion of the platform incumbents (Morozov/Bria 2018; Srnicek 
2017) and direct support for alternative, commons-oriented plat-
forms (Scholz 2016; Schneider 2018). On the regulatory side, 
the focus needs to be on making competition law fit for the 
platform economy context. Even though recent revisions on 
both the German and the European level have taken a relatively 
progressive approach towards platform markets (for example 
by defining platform gatekeepers), at least two important tools 
are still lacking to substantially counter platform-power. First, 
competition law should take a page from the US‑American 
book and introduce the possibility of breaking up the incum-
bent tech companies into individual parts. Fines alone will not 
suffice to level the playing field let alone build a thriving com-
mons-oriented internet (Digitalcourage e. V. 2020). Second, pol-
icymakers need to strengthen both interoperability and open 
data approaches if they want to break up data silos and create a 
level playing field for new privacy-preserving services (Piétron 
2019). With the Digital Services Act and the Digital Markets 
Acts, the European Commission has recently presented draft 
regulations for stricter rules for online platforms (European 
Commission 2020). The legislative initiatives are supposed to 
regulate personalised advertising, recommendation systems, 
and rankings, to establish interoperability, and to specify lia-
bility rules for illegal content. For the initiatives to become law, 
they still have to pass through the European Parliament and 
the European Council. Until then, fierce lobbying attempts by 
the digital platform concerned are expected (Corporate Europe 
Observatory 2020).

On the alternative platforms’ side, policymakers should 
strive to implement public platforms. These platforms could 
be run by either states or municipalities and provide public 
services in key areas such as mobility, housing, or health. The 
existence of such public platforms would provide users with a 
common-goods-oriented alternative to the extractive business 
models of platform incumbents. The Jelbi mobility platform, 
established by Berlin’s public transport authority, and the Sund-
hed health platforms, established by the federal government of 
Denmark, provide examples. For municipalities and state ac-
tors to provide public platforms as digital common goods, they 
need access to the private platforms’ data. Politicians should 
support uniform data-sharing standards and integrate them 
into all public procurement processes. Further, policymakers 
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could provide support for existing cooperatively-run platforms 
with a social mission. An exemplary organization is CoopCy-
cle from Paris, a secondary cooperative that provides software 
for platform-based delivery collectives across Europe. Up & Go 
from New York City is a cooperatively-run platform for cleaning 
services that provides a stable income for migrant workers. And 
Hostsharing from Hamburg is a cooperatively-run web hosting 
provider with an explicit ecological mission. Yet, because plat-
form cooperatives are often small businesses that are unable to 
invest heavily in software development, their products tend to 
be inferior when compared with those of the platform incum-
bents such as Deliveroo or Helpling (Pentzien 2020 b).

Policymakers could remedy this situation. For instance, 
funding could be provided that actively supports software de-
velopment for cooperatively-run platforms. In Germany, cur-
rent guidelines make this difficult. In fact, start-up-oriented fi-
nancing instruments such as INVEST – Venture Capital Grant 
or the High-Tech Start-Up Fund are currently reserved for com-
panies that pursue a venture capital model. As such, public fi-
nancing instruments need to be opened up to approaches be-
yond the shareholder-value model. In addition, public procure-
ment guidelines could be restructured so that platforms with 
an explicit socio-ecological mission receive preferential treat-
ment in public tenders (Pentzien 2020 a).

Changes in the legal framework are also needed if coopera-
tively-run platforms are to thrive. For example, while the GDPR 
is a major achievement from a data protection perspective, it 
does little to increase competition among platforms (Schech-
ner/Kostov 2019). On the contrary, because the major platform 
incumbents already possess the resources needed to adequately 
implement the law’s ambitious data protection requirements, 
current rules tend to benefit the status quo. In addition, exist-
ing cooperative statutes make life harder for the alternative plat-
forms. In Germany, for example, it is impossible for individu-
als to sign for cooperative shares online. To become members, 
they have to print out a form, sign it manually, and then send 
it to the cooperative. This legally enforced media discontinuity 
substantially curtails the ability of German platform coopera-
tives to build up an international user base (SEND e. V. 2020)

Protect civil and consumer rights

Not only platforms implement a business model that makes 
money from data; many other allegedly free services also do. 
For example, free apps share personal information such as ge-
ographic location, gender or online activities directly with ad-
vertising and profiling companies (Forbrukarrådet 2020). On-
line media that advertise digitally do not even receive the rev-
enues themselves as they mainly go to digital marketing and 
advertising companies. Especially for journalism, this leads to 
an enormous loss of revenue for independent quality media. 
As a result, quality suffers and those with a particular interest 
in shaping public opinion increasingly finance content. These 
services are, therefore, by no means free. Rather, our data rep-

resents the currency in which we pay for the use of online ser-
vices. The digital marketing and advertising industry uses per-
sonal data of users to track them over time and on various de-
vices and websites (Kingaby this issue). The use of machine 
learning and large data sets (big data) further perfect such pro-
cedures. In addition, search engines such as Google and com-
mercial portals such as Amazon can easily adapt product pres-
entation, filters or recommendations. The decision architecture 
of those websites is largely inscrutable for users, and the crite-
ria providers implement in their interface design are generally 
incomprehensible.

We identified three major threats evolving from these un-
fathomable practices (see Figure 1). First, achieving informa-
tional self-determination is almost impossible as citizens can 
neither fully see what their data is being used for nor protect 
against access. Second, online marketing for commercial pur-
poses is constantly increasing. It primarily serves to increase 
sales and profits of the advertising companies. In 2018, more 
than 240 billion euros were spent on digital marketing world-
wide, with search engine, banner and Social Media advertising 
being the most common (Statista 2019 a). Online marketing it-
self consumes a considerable amount of energy and resources, 
unnecessarily burdening the environment and climate (King-
aby this Issue; Pärssinen et al. 2018). In addition, online mar-
keting aims at increased consumption levels. Thus, personal-
ized advertisement has been shown to lead to more purchases 
than traditional advertising on TV, radio or billboards (Din-
ner et al. 2014). Instead of catering better to existing consump-
tion needs, online marketing often evokes new consumption 
desires (Frick et al. 2020). Social Media further fuel this trend 
since their attention-seeking architecture often promotes con-
sumerism and conspicuous consumption. Social Media are 
also increasingly used for self-expression and distinction. The 
platforms’ mechanisms (“craving for likes”) and algorithms 
(ranking of posts) further enhance these attention-grabbing 
dynamics. These influences may well result in excessive con-
sumption, putting further strain on an already depleted ecosys-
tem. Third, a kind of commercial surveillance system is put in 

“A political framework is  
essential to countering  

the problematic developments  
and promoting  

a better internet for all.”
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place. Information asymmetries resulting from these practices 
give the respective companies power advantages and endanger 
not only individual privacy but also sustainability goals and the 
democratic political structure (Seemann 2018).

Protecting informational self-determination is an interna-
tional challenge: All companies that want to do business in 
Europe and address EU citizens must comply with the GDPR. 
Yet enforcing it requires many procedures and also fines. Con-
flicting laws in other countries force companies there to hand 
over data to their secret services (e. g. in the USA the Cloud Act 
and the FISA Act). This challenge will be more difficult to re-
solve. At the very least, digital infrastructures serving as a so-
cial utility service, such as search engines, should respect the 
basic right to informational self-determination. Search engines 
and commercial platforms have to be forced to make the cri-
teria and priorities of their search and display algorithms visi-
ble and thus make financed placement (advertising) identifia-
ble (Kingaby this issue). The European draft legislation Digital 
Services Act creates new transparency rules for users. Accord-
ingly, platforms that use recommendation algorithms should 
explain in their terms of use which factors guide the recom-

mendation, and must ensure that users can adjust these param-
eters, including the option to completely switch off feeds that 
are individually tailored to them. In addition, online tracking 
should be subject to approval, and “privacy by default” should 
be mandatory for websites – and not “privacy by making us-
ers read long text and click a lot of buttons and creatively hid-
ing the decline button”, as many websites are currently inter-
preting the GDPR.

The EU regulations GDPR and ePrivacy have taken impor-
tant first steps in data protection. The ePrivacy regulation in-
tends to prohibit digital groups and advertising companies 
from evaluating users’ digital communications. For 2020, the 
expansion of the ePrivacy regulation has been announced. It re-
mains to be seen whether it will lead to real improvements in 
data protection and legal certainty. In any case, network activ-
ists are critical of telecommunications companies’ attempts to 
influence the reform of the regulation (Thüer 2018). In addition, 
the implementation of data protection acts should be moni-
tored more closely at the political level, and any failure to im-
plement them should be sanctioned (Wiebe/Helmschrot 2019). 
End-to-end encryption and restricting the (meta-)data collection 

Figure 1: The internet between marketplace and public space

A cooperative, connected, free, and non-commercial information society – this is what many pioneers envisioned 
for the internet to become. In the last decades however, its infrastructure has been privatised and its 
content has largely been commercialised. This endangers privacy, informational self-determination, democratic 
principles and sustainability. To build an internet oriented towards social-ecological and civic interests, political 
actors ought to use their mandate for regulation, funding and investment.

THE INTERNET BETWEEN MARKETPLACE AND PUBLIC SPACE

© Institute for Ecological Economy Research (IÖW), CC-BY-NC-SA, www.nachhaltige-digitalisierung.de/en

FREE 
SERVICE

Marketing and personalisation promote overconsumption 
and thereby, environmental degradation.

Allegedly free services such as search engines or social media 
finance themselves by gathering personal data, selling advertisement 
and influencing purchase decisions.

Revenues from data trading 
and marketing go to a few 
quasi-monopolistic tech 
companies and platforms. 
Smaller common-goods-
oriented actors can hardly 
compete.

The oligarchy power 
of large platforms 
limits informational 
self-determination 
and freedom of choice.
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of digital services should be made mandatory (as in the case 
of Signal or GNU Social). Similarly, legal barriers must be im-
posed on the currently ubiquitous tracking and centralized ac-
cumulation of personal data on the internet.

Enable sustainable business models 
for digital services

We have all grown accustomed to the convenience of using 
all kinds of apps, mail services, newspapers, magazines or So-
cial Media without paying. Thus, service providers are often not 
able to make a profit through their digital service, instead of-
fering their services to advertising companies and thus relying 
on a data-driven business model. Notwithstanding these mod-
els, positive examples can be found that do not make data their 
source of profit: Search engines such as Duckduckgo or Start-
page, as well as platforms and networks such as Mastodon or 
the Free Software Foundation Europe and apps like Drip, set 
good examples: they use free and open-source software without 
tracking, advertising or trading personal data. Non-profit jour-
nalism such as Correctiv and The Guardian work with volun-
tary contributions to find ways for journalism independent of 
marketing. Improved models of reader financing are being ap-
plied, such as joint flat rates for different media or the amalga-
mation of various players, for example in cooperatives such as 
RiffReporter. Yet these best practices are a niche phenomenon, 
with few being able to seriously threaten the dominant com-
mercial platforms and tech companies. In the current incentive 
system, their business models are just not as profitable as those 
of the established platforms. Power dynamics could be changed 
in important ways by levelling the playing field for platform co-
operatives and strict data protection. But, for many, questions 
remain: How could free services be financed if selling data and 
advertising space is no longer an option? What could an alter-
native, but also successful, business model look like?

Alternative financing models for digital services must be cre-
ated. One solution is to question the self-evident free nature of 
digital services. Examples such as the e-mail provider Posteo 
show that fair payment for such services can make sense. A 
user fee can substitute data trading and advertising. Increased 
payment can also help to ensure that this important work is 
rewarded instead of being purely voluntary. In addition, new 
and smaller providers will be more likely to compete with large 
digital companies and build a more diverse, decentralized and 
therefore sustainable digital market.

Developing and implementing alternative business mod-
els for digital services should be politically promoted or the 
state itself should provide services oriented towards the com-
mon good. For example, online media and journalism can be 
supported by the state. In countries with smaller markets than 
those in Germany, subsidising newspapers with public money 
has, for some time, been common practice. However, models 
must be found to prevent state influence on content. Independ-
ent journalism must be financed independently. This financing 

may also mean direct (donations, flat rates) or indirect (taxes, 
fees) financing by readers, listeners, and viewers. One possibil-
ity for such financing is micropayment. Micropayment refers 
to the payment of small amounts and enables digital services 
to be purchased and used. It is important that this digital pay-
ment is fast and user-friendly, does not require excessive energy 
and resource use (c. f. blockchain technology), prioritises data 
protection and preserves the users’ informational self-determi-
nation. The GNU Taler payment system, for example, adheres 
to these guidelines. For each transaction, the customer can de-
cide what information he/she wants to give to the seller. Trans-
actions can be traced for revenue but not for expenditure, fa-
cilitating tax collection and preventing illegal activities such as 
undeclared work and payment fraud.

Towards a better internet – 
A mandate for political action

A political framework is essential to countering the de-
scribed problematic developments and promoting informa-
tional self-determination, diversity, decentralization, openness, 
and sustainability  – in other words, a better internet for all. 
This corresponds with the proposed “European model” of digi-
talisation that puts people and the planet before profit (WBGU 
2019). Data-intensive commercialization, power concentration 
and economic power asymmetries need to be replaced by mod-
els of fair distribution. This replacement means breaking the 
oligopolies that are a danger to internet resilience and demo-
cratic decision-making and then laying the ground for, or even 
providing, decentralized, data-secure alternatives. In an over-
arching approach, political design should aim to make the in-
herent decision-making architectures of digital spaces trans-
parent and to renegotiate their ownership and creative power 
democratically. In addition, to secure the internet as a place of 
freedom, more support should be given to public-interest ac-
tors and applications. It tends to be forgotten that digital tech-
nologies such as the internet, the smartphone or what nowa-
days goes by the name of Artificial Intelligence were and are 

“The internet’s infrastructure  
is to be seen as a public  

good committed not only  
to the self-interest of corporations  

but also to the common  
good of society.”
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developed not only by the private sector, but to a large part with 
state funding (Mazzucato 2015). Funding of further develop-
ments of these technologies should be tied to public welfare 
and sustainability criteria. This includes that applications de-
veloped with government funding should be available for the 
public and in line with open data and open-source approaches 
(c. f. Pohl et al. this issue).

We conclude with an invitation to political actors to recog-
nize the vast implications the internet has on society. Political 
governance instead of Big Tech is indispensable if the princi-
ples of a society oriented towards the common good are also 
to apply in digital spaces. The internet’s infrastructure is to be 
seen as a public good committed not only to the self-interest of 
corporations but also to the common good of society.
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Advertising is the web’s main funding model, 
and has shaped it in its image. As well as funding 
products and services, advertising also funds hate 
speech and disinformation, while contributing 
to overconsumption. This paper calls for policy 
interventions which address these shortcomings.
By Harriet Kingaby

‌D igital advertising is a booming industry, which is rapidly 
incorporating Artificial Intelligence (AI) into its techno-

logical mix. Advertising subsidises products and services, but 
it also creates funding models for hate speech and disinfor-
mation, while contributing to overconsumption. The integra-
tion of AI presents its own issues: Environmental protection 
and human rights are frequently not considered, or considera-
tions are overridden by commercial concern. The most alarm-
ing threat, however, is how both advertising and AI enable the 
spread of climate mis- and disinformation throughout the web. 
This paper calls for policy interventions which centre mis- and 
disinformation and learn from offline Planning and Environ-
ment laws. In all cases, interventions must consider the sys-
temic effects on the web from digital advertising itself.

The rise of digital advertising

Digital advertising is a booming industry, growing from 
162 billion USD in 2015 to 333 billion USD in 2019 (Enberg 
2019), making it the primary business model sustaining the 
web. As with many other industries, the digitalisation of ad-
vertising has created side effects that go far beyond ad-reve-
nue and the advertising sector. Until the mid-2010s, legislation, 
guidance and regulation had focused on the content and mes-
saging contained within adverts themselves. However, the pro-
cess of buying and selling advertising online is shaping the de-
velopment of our online spaces, and seriously impacting indi-
viduals and societies.

In the past five years, digital advertising has been implicated 
in some of the more troubling offline events that result from 
our race to get online. Shoshana Zuboff (2015) dubbed the data 
harvesting and processing techniques which have come to de-
fine our relationship with many tech companies, advertisers, 
and publishers, as ‘surveillance capitalism’ (the commodifica-

tion of personal information). Meanwhile, Tim Berners-Lee 
has warned of the “perverse incentives” (commercial incentives 
which have little to no user benefit) created by ad-reliant busi-
ness models that shape the internet as we see it today. These 
incentives have fundamentally changed the way information is 
presented by our media and led to addiction-based design to be 
incorporated into platform design (Orlowski 2020).

On one hand, advertising funds the online content, services 
and journalism that make the internet accessible for the masses, 
on the other, advertising can degrade user experience, discrim-
inate against marginalised communities, and create a funding 
model for the hate and disinformation which threaten democ-
racies and our environment (Avaaz 2019). The sheer opacity of 
the internet and its obsession with performance metrics is al-
lowing it to be exploited by fraudsters, hate preachers and op-
portunists peddling disinformation.

„Large parts of the adtech industry operate in the shadows … This 
creates a significant power asymmetry, where any given adtech 
company may be armed with thousands of data points about an 
individual and a large arsenal of insights derived from behav-
ioural psychology, while the individual has no idea about the 
company even existing” (Forbrukerrådet 2020).
Regulation of this sector has been slower than the adoption 

of the technology itself, in part due to the complicated nature 
of the technology itself and complicated language surrounding 
it. This lag has embedded behaviours and precedents which are 
contrary to consumer protection best practice, and do not live 
up to advertisers’ purported brand values.

Artificial Intelligence in digital advertising

Algorithmic decision-making has been used in advertis-
ing for over a decade, and a mainstream adoption of Artificial 
Intelligence (AI) is imminent according to a recent survey by 
Statista. Only 15 % of US advertisers were using some form of 
AI in 2018 but use of the technology was predicted to grow by 
149 % in 2020 (Guttmann 2019), even if those advertisers sus-
pected that the hype around the technology currently outweighs 
the actual results. AI is being used in efforts to make advertis-
ing more personalised, efficient, and interactive (Pemberton 
2017), which advertisers claim will benefit users by providing 
them with more helpful, relevant, and entertaining ads. How-
ever, there is good reason to suspect that consumer and envi-
ronmental protection is not being properly considered in the 
design and implementation processes of these technologies.

Reducing impacts of personalized advertising

Promises and Environmental Risks 
of Digital Advertising
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Both advertising and AI can play huge roles in our fights 
against environmental degradation. From the potential effi-
ciencies created by machine learning in energy distribution 
(c. f. Jungblut this issue), or CO22 removal (Rolnick 2019), to the 
ability of advertising to influence hearts and minds, both can, 
and should, be integrated into our collective toolkits for change. 
This paper, however, focuses on the major harms and issues 
caused by AI‑enabled digital advertising, from a consumer and 
citizen perspective. [1]

Advertising encourages unsustainable 
consumption

„Materialistic values and goals, the consumption driving 
work & spend cycle, and the consumption of two illustrative prod-
ucts (beef and tobacco) are each a) encouraged by advertising 
and b) implicated in causing various forms of environmental 
damage” (Badverts 2020).
Advertising’s main purpose is to sell products and services, 

which, unsurprisingly, puts it at loggerheads with Sustainable 
Development Goals (SDGs). Most higher income countries al-
ready consume more than the Earth can provide and regenerate 
in a year, to the point of five times the capacity of the earth in 
the USA, and 1.7 times the Earth’s production capacity globally 
(Global Footprint Network 2019). The proliferation of smart-
phones allows advertisers to target customers at an increasing 
number of points during the day. This leads to strategies that 
seek to reach users at the exact “micro-moment” when they 
are uniquely receptive because they need or want something. 
However, despite the increase in the levels of sophistication in 
targeting, the jury is out as to whether this makes advertising 
more effective. What is concerning, however, is that 50 % of the 
world’s population is yet to come online (UNCTAD 2018) and 
when they do, they will be met with sophisticated advertising.

This persuasion power can also create great benefits and 
opportunities for the climate movement. Advertising generally 
involves attempting to create some form of attitude or behav-
iour change, or encourage a repeat behaviour, which can work 
both for or against climate action depending on how it is ap-
plied. Industry initiatives, such as the Advertising Association’s 
Net Zero, highlight the potential opportunity in Action 5, which 
calls for: “Harnessing advertising’s power to support consumer 
behaviour change” (Advertising Association 2020).

Indeed, professionalising communications and embrac-
ing the power of paid media to reach new audiences is ex-
tremely important for mainstreaming climate action. Many 
climate movements do not invest in advertising on social net-
works, meaning that their messages are only seen by their own 
fans and others in the environmental movement. Social me-
dia newsfeeds have been engineered to favour paid for con-
tent over organic, and the movement’s understandable resist-
ance to paying social networks is not mirrored by the oppo-
sition, who are demonstrably using advertising techniques to 
test and learn about which denial messaging works. Ironically, 

the climate movement is forced to increasingly embrace adver-
tising to compete on a level playing field with those who work 
against them.

Funding model for climate disinformation

The WHO have declared society as in the middle of an “inf-
odemic” (World Health Organisation 2020), a sentiment echoed 
by The UK Lords Select Committee on Democracy and Digital 
Technologies, who reported that we face a “pandemic of mis-
information” that poses an existential threat to our way of life.

Key to this rise in mis- and disinformation is online adver-
tising: advertising monetises online spaces. Failure to police 
where it is placed (and therefore, ultimately, what it funds) has 
created funding models for both hate and disinformation (Dig-
ital Shadows 2017). The famous “Pizzagate” scandal, for exam-
ple, which spread spurious claims about Hillary Clinton during 
the 2016 US elections, involved Macedonian teenagers earn-
ing thousands of dollars a day from creating “fake news” sites 
which were funded through adverts and shared via social media 
(Metaxas/Finn 2019). In fact, The Global Disinformation Index 
estimates that at least 235 million USD in revenue is generated 
annually from ads running on extremist and disinformation 
websites (The Global Disinformation Index 2020), and studies 
from Avaaz (2019) found misinformation networks spanning 
at least five countries generated an estimated 3.8 billion views 
on Facebook over one year.

The issue here is that the advertising supply chain is opaque, 
and advertisers frequently do not know where on the web their 
advertising ends up. This creates a thriving market for fraud, 
hate and disinformation, as some actors exploit this lack of ac-
countability. Disinformation also spreads online spaces faster 
than truth (Vosoughi et  al. 2020). Reports by Avaaz (2020) 
found a disturbing dynamic: Climate disinformation was be-
ing funded by advertising, and then prioritised by AI‑driven 
social media recommendation engines. These algorithms are 
designed to keep users on platforms for longer, and often pri-
oritise content with high engagement rates, such as inflamma-
tory disinformation.

Disinformation has also previously derailed multilateral 
agreements, making it concerning in the year of COP26. The 
2018 UN Global Compact on Migration was undermined with 
a barrage of false information, perpetrated by far-right groups, 
which implied criminal sanctions for those who criticised mi-
gration, or even linked the Compact to EU policies (Read 2018). 
A media furore followed, with severe consequences for the 
Compact, as countries from Brazil to Israel pulled out, and 
the Belgian government collapsed amid infighting (Birnbaum 
2018). The most chilling impact of this campaign was noted in 
New Zealand, where the handle of the gun used in the Christ
church massacre was found to be marked with the phrase 

“Here’s your Compact on Migration” (Doyle 2019).
Steps have since been taken by social media platforms and 

advertisers to defund and deprioritise dangerous disinforma-
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tion, but solutions are not perfect, and it is incredibly important 
that the environmental movement engages with such issues. 
For more information on the different types of climate disinfor-
mation, including corporate greenwash, which has been well 
documented elsewhere.

Digital advertising increases 
the carbon footprint of the internet

Advertising is demonstrably increasing the internet’s carbon 
footprint, and digital advertising’s carbon footprint is increas-
ing with the introduction of AI. Between one half and one third 
of internet traffic is fake, much of it linked to ad fraud. Adver-
tising fraud can take several different forms, but each involves 
the creation of illegitimate, non-human traffic (bots) to delib-
erately attempt to extract money from advertising budgets (IAB 
UK 2017). Researchers estimate that the tech sector will contrib-
ute 3.0–3.6 % of global greenhouse emissions by 2020 (AI Now 
Institute 2019), and the estimated 2020 global footprint is com-
parable to that of the aviation industry (ATAG 2020). The elec-
tricity consumed to power online advertising generated approx-
imately 60 MT of CO22 in 2017 (Pärssinen et al. 2018). As digi-
tal advertising spend increases, so will its energy consumption.

The failure to halt growing levels of ad fraud is also increas-
ing the amount of processing power and ad load online, in-
creasing energy consumption and contributing to climate 
change. Adobe (2018) found that potentially 28 % of web traffic 
came from bots or other non-human actors, and Botlab used 
a figure of 23 % when estimating that ad fraud contributed ap-
proximately 13.87 million tonnes of CO22 to the atmosphere an-
nually, roughly equivalent to the yearly emissions of Ghana 
(Botlab 2017).

Policy interventions

Tackling the issues created by online and AI‑driven adver-
tising requires bold and a long-term vision which enables the 
transition towards internet business models that are more 
rights-respecting, and environmentally friendly. Regulators 
must act fast because this is not just about the web as we know 
it. Advertising stands at the brink of widespread adoption of 
AI, but as an industry, has little appreciation of how to embed 
and account for human rights and environmental protection. 
Failure to change this thinking risks ingraining excessive data 
collection habits, inadvertent environmental degradation, and 
flawed metric-driven decision-making in our technologies and 
society for years to come. The time for a broader consideration 
of consumer protection, human rights and environmental im-
pact within AI decision-making is now.

As online and offline environments become increasingly en-
twined, the harmful practices we see online risk sweeping into 
ever more connected offline spaces. Just as the home has be-
come the latest frontier for data mining, so will public spaces. 
This risks the creation of worrying precedents – for surveillance, 

the erosion of non-commercial space, and a lack of accountabil-
ity or transparency when things go wrong. Environmental pro-
tections and planning laws in many countries contain provi-
sions such as the “Precautionary Principle” and requirements 
for investment in public services alongside development; these 
are designed to protect our commons from “free riders” and 
correct market failures and externalities. Yet few equivalents ex-
ist for digital and online spaces (Kaltheuner/Kingaby 2020). It 
is vital to protect our digital spaces in this way, as this is where 
people do so much more than communicate: they are where so-
cial movements form, where people learn about the news, and 
where we form perceptions of the world around us.

Creating accountability for digital and 
physical supply chains

Creating a more transparent advertising sector will bring 
about benefits for all. Since the 1990s, corporations have 
worked on their physical supply chains, mapping and improv-
ing them in line with international coalitions and standards 
such as ISO14 001. An organisation’s digital advertising supply 
chain should be subject to the same level of accountability, in-
cluding suppliers and partners, and its governance integrated 
with their sustainability and consumer protection targets and 
obligations. Requirements for transparency and accountabil-
ity in the digital advertising supply chain are already being en-
shrined in law, for example, France’s Loi Avia requires compa-
nies to report their advertisement site lists every month to the 
public in a move christened the “Sleeping Giants” amendment 
(Jammi/Atkins 2020). A site list is a breakdown of the domains 
where ads have been served, which can be scrutinised by re-
searchers. This public accountability creates an imperative for 
brands to ensure that their site lists do not include hate speech 
or disinformation. Mandating that all advertisers should de-
clare the placement of their advertising in the public interest 
would contribute to defunding fraud and hate speech and cre-
ating the transparency which is needed to encourage collective 
responsibility for digital advertising supply chains.

“Advertising is the  
business model underpinning  

the web, and a key force  
in shaping the information  

environments which also  
shape public opinion.”
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Imposing restrictions on advertising 
high carbon industries

In many places, advertising regulators and the platforms 
themselves, place restrictions on what advertisers can adver-
tise, where, and to whom, to protect vulnerable groups, or dis-
courage harmful behaviours such as gambling (Facebook 2018). 
However, evidence suggests that consistency of enforcement is 
key to these measures working, and there is strong evidence to 
suggest that enforcement and detection is inconsistent (UNC-
TAD 2018). Given the issues with corporate and state disinfor-
mation, it is recommended that:
❚	 We develop legal definitions of disinformation, so that inter-

national standards and understanding can be reached.
❚	 Those legal definitions to include climate denial and de-

lay (Lamb et al. 2020) messaging, and information contain-
ing these definitions should be banned from monetisation 
across mediums and platforms, and from being prioritised 
in platform recommendation algorithms.

❚	 High carbon industries should be classified as harmful, in 
the same way as tobacco and alcohol, and subject to restric-
tions on how and where they advertise.

Investing in cross industry and civil society 
forums

Underpinning all these recommendations is one for dia-
logue and forums to develop between digital rights and envi-
ronmental protection groups, consumer protection experts, ad-
vertising stakeholders, and tech providers, many of whom will 
be grappling with similar issues from different perspectives. 
Planning must become proactive, rather than reactive. It is rec-
ommended that digital rights groups and consumer protection 
organisations engage with individual advertisers and advertis-
ing reform groups who can act as champions or sponsors of is-
sues such as misinformation, and environmental sustainabil-
ity, as well as advertising bodies themselves. Initiatives such 
as The Conscious Advertising Network form proof of concept.

These forums should be mediated and designed to:
❚	 Create accountability, shared understanding and solutions 

to the issues of internet health – including new charters of 
online rights for citizens to escape surveillance capitalism.

❚	 Include active participation from civil society groups directly 
affected by discrimination, or other market failures, to en-
sure that human rights have equal weight to corporate in-
terest in discussions and solution building.

❚	 Form new industry initiatives and guidelines that create 
leadership beyond regulation, and a proactive approach to 
assessing AI implementation against human rights.

❚	 Suggest new regulatory interventions or call for enforce-
ment where necessary.

❚	 Identify and swiftly deal with the “unknown unknowns” 
which will undoubtedly arise as a result of the implementa-
tion of new technology.

Conclusion

Advertising is the business model underpinning the web, 
and a key force in shaping the information environments 
which also shape public opinion. With that great power should 
come great responsibility. However, the development and gov-
ernance of the role advertising plays in shaping online spaces 
is being left to industry to decide on and to police. Legislative 
interventions are piecemeal, often unenforced, and lack an un-
derstanding of the role that advertising can play in the devel-
opment of safe and citizen-focused online spaces. Only by con-
sidering the development of our online space in the same ways 
as we think of our offline ones – as something to be carefully 
stewarded, protected and planned – will we be able to make de-
cisions regarding the responsibilities of the various actors in-
volved in the funding and development of our online world. 
Systems thinking will be essential to avoiding further, greater 
online harms.

Annotations
[1]	 For more details on methodology, see AI & Advertising, A Consumer 

Perspective (Kingaby 2020), on which this analysis is based.
[2]	 For more details, see the Change The Narrative report (Cheq, Media 

Bounty, Pulsar, The Conscious Advertising Network 2020), which 
contains further examples.
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High energy consumption and data traffic, critical 
production conditions and proprietary software 
ensure that the production and use of digital tech-
nologies and applications have so far been envi-
ronmentally and socially problematic. We present 
basic approaches and policy measures for a sus-
tainable design of hardware and software.
By Johanna Pohl, Anja Höfner, Erik Albers and 
Friederike Rohde

‌T‌ he production and use of digital technologies and services 
is associated with environmentally and socially problematic 

developments. These are related both to the way Information 
and Communications Technology (ICT) devices are produced, 
used and disposed of, and to the design and use of software and 
the associated volume of data traffic. It is therefore essential 
that the material (energy and resources for the production, op-
eration and disposal of hardware) and immaterial foundation 
of digitalisation (e. g., software, information, knowledge, etc.) 
are more closely integrated. Aspects such as modular product 
design, repairability, transparent supply chains and the use of 
public and free source codes and licences play a decisive role 
in making hardware and software sustainable. This article out-
lines the basic approaches that must be considered for a sus-
tainable design of hardware and software and illustrates the 
political options.

Longevity of hardware and software

Most of the environmental impacts of hardware (e. g., in 
the impact categories global warming, acidification, freshwa-
ter eutrophication or human toxicity) occur during its produc-
tion. The production of electronic components in particular is 
very environmentally intensive (Hischier et al. 2015) and often 
takes place at locations with a high proportion of coal in the 
electricity mix (Manhart et al. 2016). At the same time, the abso-
lute number of digitally networked devices is increasing world-
wide with ever shorter recycling cycles of these devices. From 
an ecological perspective, it is always preferable to continue 
using existing hardware rather than buying a new notebook or 

smartphone. The provision of a new device in particular entails 
a high consumption of resources. In some cases, newer mod-
els also require more energy in the utilisation phase due to in-
creased computing power (Prakash et al. 2017). A central ad-
justment factor for making hardware ecologically sustainable 
is to extend the service life of the devices. On the hardware side, 
this can for instance be supported by a modular design and the 
most complete repairability possible. This means taking repair-
ability into account as early as the product design stage, ensur-
ing access to spare parts and maintaining the warranty in the 
event of repairs (c. f. Voigt this issue). Recyclability must also 
be incorporated into the design of the equipment, e. g., to allow 
metals to be extracted during recycling. The use of open-source 
hardware means that blueprints can be viewed at any time and 
individual spare parts can be reproduced, which supports the 
repairability of devices.

Moreover, hardware is always used in conjunction with soft-
ware, both elements being mutually dependent. Hardware can 
often no longer be used without suitable software and vice 
versa. Current operating systems, for example, are adapted to 
current hardware configurations. However the instance, the 
manufacturer discontinues support for this operating system, 
it can no longer be used safely. This means that the underlying 
hardware is also left without a safe operating system. A newly 
released operating system, however, may not be able to run on 
the old hardware. The lack of interoperability of software and 
(older) hardware in combination with the early discontinua-
tion of software support means that functional hardware is in-
creasingly being replaced before the end of the product’s life 
(Manhart et al. 2016). If hardware that is still technically func-
tional can no longer be used due to (missing) software updates 
or new software concepts, this is also referred to as software ob-
solescence (Prakash et al. 2017). The longevity of software and 
its availability in the future consequently also has a direct influ-
ence on the future usability of existing hardware. This also con-
cerns the sustainable availability of the software as a resource 
itself. Today, many documents from previous decades can no 
longer be opened or the associated software can no longer be 
made to run, even though at the same time the hardware is be-
coming more and more powerful. This is usually the result of 
an artificially enforced shortening of the lifespan of our ICT 
systems through proprietary licences and vendor lock-in. A sus-
tainable solution is the use of Free and Open Source Software 

Making IT-products sustainable

Design Options for Long-lasting, 
Efficient and Open Hardware 
and Software

20 ÖkologischesWirtschaften Online-Ausgabe   O1.2021 (36)

Sustainability of Digitalisation

DOI  10.14512/OEWO360120
ÖkologischesWirtschaften Online-Ausgabe  O1.2021 (36)  |  DOI  10.14512/OEWO360120

© 2021 J. Pohl, A. Höfner, E. Albers, F. Rohde; licensee IÖW and oekom verlag. This is 
an article distributed under the terms of the Creative Commons Attribution Non-Com-
mercial No Derivates License (http://creativecommons.org/licenses/by-nc-nd/4.0/deed.

de), which permits copying and redistributing the material in any medium or format, 
provided the original work is properly cited, it is not used for commercial purposes and 
it is not remixed, transformed or built upon. The access to the digital version of this 
article is reserved to subscribers of ÖkologischesWirtschaften until two years after the 
date of publication; after two years it is available to all readers.



(FOSS). Free licenses grant everyone the right to use the soft-
ware without restriction and for an unlimited period of time as 
well as access to its source code. This means that no entity can 
force an “end of support” for a FOSS-licensed software or pre-
vent its availability or archiving for the future. Open interfaces 
also ensure interoperability. Inside and outside the FOSS eco-
system, free licensing allows full or modular integration of spe-
cific software solutions in interaction with other systems. Fur-
thermore, the technically and legally flawless archiving and re-
use of digital resources in terms of digital generational equity 
is guaranteed.

Energy- and resource-saving hardware 
and software

Devices, digital infrastructure and applications are becoming 
relatively more efficient, e. g., through LED screen lighting, de-
creasing energy intensity per computing power and improved 
power management software (Koomey et al. 2011; Prakash et al. 
2017). Some technical devices and applications already have le-
gal requirements for electricity consumption or assessment cri-
teria for environmental relevance. The EU Ecodesign Directive, 
for example, sets out minimum legal requirements for the en-
ergy consumption of electrical appliances. Labels such as Energy 
Star or Blue Angel assess electronic devices according to their 
energy efficiency class and therefore also provide consumers 
with transparent decision-making aids. For data centres, how-
ever, the assessment in efficiency classes is still in its infancy. 
Factors such as waste heat utilisation, type of cooling technol-
ogy or server utilisation are decisive when assessing the energy 
efficiency of data centres (Hintemann/Hinterholzer 2018), and 
initial methods for calculating the energy efficiency of data cen-
tres have been developed (Schödwell et al. 2018).

The environmental relevance of software results from the 
use of hardware and transmission capacities (computing power, 
working memory, networks) during its development, use and 
deinstallation. Although an absolute quantification of the rele-
vance of software to the total energy consumption of ICT is still 
in its infancy, studies have shown that different software prod-
ucts that fulfil the same functional requirements can differ sig-
nificantly in their electricity consumption (Gröger et al. 2018). 
With a view to energy and resource-saving software, it is there-
fore important to design it in a way that minimises the power 
and resource requirements during the utilisation phase. Soft-
ware design principles should take this into account at the very 
beginning of the software life cycle. The German Federal Envi-
ronment Agency has already presented initial criteria for sus-
tainable software design (Gröger et al. 2018). Criteria such as 
autonomy of use, which includes FOSS licensing, offline capa-
bility and absence of advertising, are important starting points 
that can already help consumers and industry achieve a great 
deal with little effort.

Despite the development of criteria that should actually 
result in a decrease in the environmental relevance of dig-

ital technology, it can currently be seen that consumer elec-
tronics devices are getting bigger and bigger, and functions, 
performance and screen resolutions are increasing. In abso-
lute terms, this leads to increasing energy and resource con-
sumption (Prakash et al. 2017; Proske et al. 2020). At the same 
time, the absolute increase in the number of devices (e. g., in 
the Internet of Things) as well as rising energy consumption 
due to ever more efficient and thus cheaper electronic com-
ponents can also be observed – a classic rebound effect. This 
is also reflected in the overall energy consumption of the dig-
ital sector, which for years has not been decreasing but has 
remained stable or even increased as the sector has grown 
faster than energy efficiency has increased (Lange et al. 2020).  
Energy- and resource-saving hardware and software is there-
fore distinguished not only by being relatively resource-effi-
cient, but also by reducing the consumption of energy and re-
sources in absolute terms. It is necessary to flank efficiency 
measures with consistency and sufficiency strategies (c. f. Co-
laço this issue). This includes questions about the appropriate 
size of screens as well as the intensity of use of digital technol-
ogy by consumers, or the question of the design of digital ap-
plications that takes into account the principle of data frugality, 
i. e., the lowest possible data production and processing.

Transparent and fair product cycles

End devices, servers and networks consist of a multitude of 
finite resources (Hischier et al. 2015; Pilgrim et al. 2017). As the 
total number of devices increases, so does the need for resources 
for their production. In addition to plastic, glass and ceramics, 
digital devices consist of various metals that are classified as con-
flict raw materials or of concern. Tantalum, tungsten, gold, tin 
or cobalt are mined primarily in countries of the Global South, 
including Congo, South Africa, Rwanda, Peru and Chile, often 
under hazardous working conditions, lack of protective cloth-
ing, massive labour law violations and sometimes with the use 
of child labour. Furthermore, there is considerable environmen-
tal impact through river pollution, deforestation and air pollu-
tion (Pilgrim et al. 2017). Massive violations of labour and hu-
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man rights are also known to occur in the production of digi-
tal devices, e. g., in Chinese factories (Chan 2019). The product 
life cycle of many devices in the Global South ends as it began, 
such as in Agbogbloshie in Ghana, on the largest landfill site on 
the African continent. There too, people live and work under in-
humane conditions and face health hazards in order to recover 
recyclable raw materials from electronic waste (Höfner/Frick 
2019). The recycling potential for e-waste is currently largely un-
tapped: Only 20 % of the e-waste generated in Europe is recycled 
at all. The majority either ends up in residual waste, where it is 
later incinerated, or is exported illegally, mostly to countries in 
the Global South (Baldé et al. 2017). The production process is 
also characterised by a great lack of transparency and it is often 
not possible to determine which components were produced or 
disposed of where and under what conditions.

The production and programming of software is also often 
characterised by a great lack of transparency. Proprietary soft-
ware development delivers fully compiled and locked code to 
users. This means they have no way of checking whether the 
software is doing what it claims to be doing. Companies keep 
their knowledge of the software secret, so new versions can be 
published, and old versions can be declared obsolete. This cre-

ates dependencies which not only impair the autonomy of the 
users, but can also affect the lifespan of hardware, as already 
described above as “software obsolescence”. These knowledge 
monopolies mean that the bankruptcy of a private-sector enter-
prise could not only result in an enormous loss of knowledge 
but could even lead to the breakdown of entire infrastructures.

In order to safeguard sustainability in all dimensions, it is 
therefore essential that hardware and software are fully trans-
parent and traceable throughout the entire manufacturing pro-
cess. For hardware this means transparent supply chains as 
well as humane working conditions and fair wages throughout 
the entire supply chain, for which the manufacturing compa-
nies are responsible. The prerequisite for the reuse of valuable 
components of ICT equipment is a functioning recycling sys-
tem. Transparent software development means that the origi-
nal source code with all subsequent changes is publicly acces-
sible. Freely licensing the source code allows it to be used by all, 
even for business purposes. This prevents the monopolisation 
of knowledge and at the same time the monopoly position of 
individual (private-sector) actors. Free licenses allow knowledge 
to be archived and reused. As in the model of a circular econ-
omy, already developed programs or versions can be revived 

High energy consumption and data traffic, critical production conditions and proprietary software: 
the production and use of digital technologies and applications has so far been environmentally 
and socially problematic. However, if the longevity, resource efficiency and transparency of hardware 
and software are guaranteed, devices and applications can be designed in a sustainable way.

DESIGN OPTIONS FOR SUSTAINABLE HARDWARE AND SOFTWARE
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Figure 1: Design options for sustainable hardware and software

22 ÖkologischesWirtschaften Online-Ausgabe   O1.2021 (36)

Sustainability of Digitalisation



or further developed. Transparent production cycles, in which 
every single code contribution is traceable, also ensure respon-
sible and independent users (c. f. Voigt this issue).

Policy options for sustainable hardware 
and software

It is possible to achieve a sustainable design of digital devices 
and applications by safeguarding the frugal use of energy and 
resources, longevity as well as transparency and respect for hu-
man and labour rights along the life cycles of hardware and soft-
ware (Fig. 1). The following section outlines how these sustain-
ability goals can be incorporated into policy-making.

Conservation of resources
In order to contribute to absolute resource frugality in the 

sector and to prevent rebound effects, efficiency measures of 
digital technology must be flanked by consistency and suffi-
ciency strategies that encompass all areas of the product life 
cycle. Modularisation and standardisation of hardware contrib-
utes to reducing electronic waste and thus to saving resources. 
At EU level, this can be achieved by means of mandatory spec-
ifications for the standardisation of electronic accessories (in-
cluding charging cables) and electronic components. Another 
requirement is a functioning recycling system that fully utilises 
its potential through efficient collection (e. g., a deposit system 
for equipment or a low-threshold return system in shops) and 
the further development of recycling technologies so that the 
valuable contents of digital equipment can be reused (Handke 
et al. 2019). Mandatory requirements to design software in a 
way that minimises electricity and resource consumption dur-
ing the utilisation phase must continue to be introduced. The 
German Federal Ministry for the Environment, Nature Conser-
vation and Nuclear Safety has already presented starting points 
for this with the Blue Angel for software. There are also crite-
ria for assessing energy efficiency in data centres. This label 
should be extended to include criteria that assess environmen-
tally sound planning, operation and disposal. The implemen-
tation of the requirements should become mandatory in pub-
lic procurement procedures. Furthermore, compulsory info-
labels for resource-saving products and applications can help 
consumers to make informed choices. In the case of digital ser-
vices such as video streaming, platform operators should en-
sure that the standard resolution of videos is always adapted to 
the size of the terminal equipment and that automatic playback 
is deactivated (“Sufficiency by default”).

Longevity
The longest possible service life of the devices and applica-

tions also contributes to the absolute conservation of resources, 
and this means that the repair and update capability of hard-
ware and software must be ensured. This includes several as-
pects that can be implemented at EU level, for example by ex-
tending the Ecodesign Directive, as has long been demanded: 

The “right to repair” of appliances must be enshrined in law 
and includes the mandatory publication of all information rel-
evant to the repair as well as non-discriminatory and perma-
nent access for all (commercial) repairers and end-users to all 
means and tools relevant to the repair. Full rights of use as well 
as warranty must be maintained, even if the repair is carried 
out by independent certified repair companies and alternative 
software or operating systems are used. This includes design-
ing equipment in such a way that it can be repaired (“Design 
for Repair & Upgrade”). Free licensing of hardware and soft-
ware after the end of production also contributes to the longest 
possible service life. For hardware, this means that the rights 
of use or ownership for building instructions and spare parts 
after the end of production are made available to the general 
public under a free licence so that users and workshops can re-
produce spare parts themselves. With regard to software, this 
means introducing a mandatory publication of the source code 
under a free licence once a software or electrical device is no 
longer supported (“Upcycling of software”). This, together with 
the unrestricted right to install alternative software and operat-
ing systems, provides a powerful instrument against planned 
software obsolescence.

Transparency
The sustainable production of hardware requires transpar-

ent supply chains as well as humane working conditions and 
fair wages throughout the entire manufacturing process. Com-
panies must be legally obliged to ensure transparency in supply 
chains and to exercise due diligence on both human rights and 
environmental issues, as currently demanded by various civil 
society organisations in the “Initiative Lieferkettengesetz” (Sup-
ply Chain Law Initiative). Failure to comply with these so-called 
due diligence obligations must result in sanctions under pub-
lic law such as fines or exclusion from public procurement pro-
cedures. Businesses must also be held accountable for human 
rights violations resulting from failure to comply with due dil-
igence obligations, including internationally (Initiative Liefer-
kettengesetz 2019). Electronic waste must not, as it is currently 
the case, be disposed of in an obscure way and, in case of doubt, 
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be exported to the countries of the Global South. The export 
ban must be enforced more strongly here (Handke et al. 2019).

Transparency is also crucial in the development of software. 
In order to promote public and sustainable digital infrastruc-
tures (c. f. Frick et al. this issue), a legal obligation is required 
that hardware and software developed with public money 
should be published under an open-source licence (“Public 
Money Public Code” or “Public Money Public Hardware”), be-
cause developments paid for by all should also be available to 
all. It remains essential to create long-term structures that pro-
mote the development of sustainable and open hardware and 
software and contribute to digital sovereignty, such as the es-
tablishment of a European Open Technology Fund.

Sustainable public procurement
The public sector has a prominent role to play in implement-

ing the policy recommendations for sustainable hardware and 
software: Tendering and procurement criteria for public au-
thorities should be structured in a way that ensures that com-
prehensive environmental criteria are taken into account. This 
means that it gives preference to free and open-source software 
and devices as well as to those that provide open interfaces and 
modular designs. The production processes should take place 
under fair conditions, be transparent and traceable. Second-
hand equipment should be used wherever possible. The use of 
environmental criteria and open standards must become man-
datory in all public services and outstanding regulations and 
standardisation processes must be supported by public author-
ities. A paradigm shift towards free and open-source software 
is particularly important in the area of critical infrastructure. At 
EU level, for example, it is necessary to derive and implement 
concrete measures from the EU Commission’s open-source 
strategy. For European projects such as the creation of a trust-
worthy cloud environment (GAIA-X), it is also imperative to 
include binding sustainability criteria (an example here is the 
Blue Angel for data centres) in the call for tenders, thereby set-
ting technological standards at European level that give high 
priority to environmental protection.
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Open education and open-source are essential 
foundations for enabling civic engagement with 
technologies and sustainable use. Makerspaces 
can lead the way for structural change through 
local learning and economic development.
By Maximilian Voigt

‌R ‌esource-efficient living requires changes on numerous lev-
els. These changes include, in particular, the use of tech-

nology, which is decisively shaped by individual skills, political 
framework conditions and the availability of open technologies 
and infrastructures. This is shown by juxtaposing the sustaina-
bility mantra of “reduce, reuse, recycle” with excerpts from the 
definition of “Open”: “Open means anyone can freely access, 
use, modify, and share for any purpose.” Without technical-
technological competences, which at their core includes prac-
tical skills and systemic understanding that go beyond the ap-
plication level, without open technologies such as open-source 
software and hardware, and without makerspaces that enable 
repair and self-learning by the general public, technology is 
always just a fast-moving consumer object that is difficult to 
adapt to new circumstances and to integrate into sustainable 
local cycles.

A need for open technology teaching

At the same time, competence development is not about 
disseminating in-depth engineering or IT skills more broadly. 
Rather, it is about understanding functional relationships that 
allow the assessment of technology, which is transferable to dif-
ferent concrete contexts. It is about basic craftsmanship, on a 
physical and digital level. And it is about the understanding and 
critical reflection of systemic contexts and political dimensions.

Current developments in education are at risk of falling 
short of these goals. Technology is equated with digital tools 
and skills that are largely limited to application. Skills that go 
beyond this are rarely in focus. What is therefore needed is 
teaching technologies openly, meaning methods that place the 
technical function at the centre and promote a self-determined 
approach to technology. Using a vacuum cleaner as an example, 
it is a matter of opening the plastic housing and understanding 
the mechanism behind it. Because only on this basis we can 

really make sustainable consumption decisions and repair to a 
certain degree by ourselves.

This is also about power. After all, in a society that is thor-
oughly permeated by technology, those who possess the knowl-
edge of technologies can influence processes. This is not only 
evident in debates around the “Netzwerkdurchsetzungsgesetz” 
[Network Enforcement Act] or data retention, where an under-
standing of the subject matter is necessary to be able to evalu-
ate arguments. It is also about framework conditions for the de-
velopment of technology, for example with regard to the right 
to repair. This is where fundamental decisions on the repair-
ability of objects are made. Should members of the public be 
able to obtain spare parts themselves, or only authorised deal-
ers? Do spare parts have to be kept in stock at all? And should 
manufacturers design their equipment so that it is easy to re-
pair? A broad response to these questions requires a basic un-
derstanding and awareness of technical issues.

Taking open-source into the mainstream

In addition to these individual competences, open technolo-
gies are also required. Thus, open technology development and 
repair is only feasible when the documentation of technical ob-
jects and software solutions are made available. This includes 
an open and modifiable design of technical devices. This also 
applies in particular to the sustainable development of technol-
ogy. Open-source software and hardware solutions make it pos-
sible to re-use resources that have already been used, by collec-
tively developing existing technology and improving faulty de-
signs. A free licence ensures decentralised modification. It also 
enables integration into local cycles, as the technology can be 
easily adapted to needs and integrated into infrastructures. In 
order to ensure this, the basic rule with regard to design is that 
the application should be structured into a generic core with 
open interfaces. This covers cross-platform basic functions and 
enables adaptation to different requirements by facilitating the 
development of connectable applications.

While open-source is a widespread topic in the realm of soft-
ware and enriches large parts of software development, open-
source hardware is still in its infancy. Worse: Anyone who re-
members the 50s and 60s knows that the circuit diagram was 
often an integral part of purchased devices. Nowadays, tech-
nical connections disappear more and more in sealed casings 
that are supposed to give as few reasons as possible for open-
ing them – the technical documentation of the devices only pro-

Empowering people

Open Education and Open Source 
for Sustainable Economic Activity

25ÖkologischesWirtschaften Online-Ausgabe   O1.2021 (36)

Sustainability of Digitalisation

DOI  10.14512/OEWO360125
ÖkologischesWirtschaften Online-Ausgabe  O1.2021 (36)  |  DOI  10.14512/OEWO360125

© 2021 M. Voigt; licensee IÖW and oekom verlag. This is an article distributed under 
the terms of the Creative Commons Attribution Non-Commercial No Derivates License 
(http://creativecommons.org/licenses/by-nc-nd/4.0/deed.de), which permits copying 

and redistributing the material in any medium or format, provided the original work 
is properly cited, it is not used for commercial purposes and it is not remixed, trans-
formed or built upon. The access to the digital version of this article is reserved to sub-
scribers of ÖkologischesWirtschaften until two years after the date of publication; after 
two years it is available to all readers.



vides the bare minimum of information. This has to change 
and, at minimum, connections relevant to the repair must be 
documented.

It is clear that widespread implementation of open-source 
would have profound implications for the way our economy is 
creating value. It is therefore necessary to develop new busi-
ness models that are not limited to the sale of proprietary 
knowledge and rights of use. Developments such as dual li-
censing, software-as-a-service, freemium, Patreon or Open Col-
lective can be seen as starting point. One hardware example of 
dual licensing is demonstrated by Xyc Cargo bikes. These are 
based on a construction system developed by Xyz Spaceframe 
Vehicles, which makes stable frames possible solely by bolting 
together aluminium elements. A basic structure is documented 
and available under the constrained Creative Commons licence 
BY-NC-SA 3.0, which is restricted for commercial purposes. 
Further developments, especially variations in the form of other 
superstructures, are closed. This is not yet ideal, but knowledge 
of the core system facilitates repairability and allows modifica-
tions to be made.

While the consumer sector is still experimenting, the re-
search sector is already little further along. Although it is the ex-
ception rather than the rule that publicly funded projects make 
their developed technologies available under a free licence and 
documented, this becomes more common. Dedicated funding 
guidelines should reverse this proportion. Separate documen-
tation funding is one way of ensuring subsequent use. Beyond 
this, however, the number and use of technologies published 
as open hardware is increasing. Business models are regarded 
in the scientific context, especially in servicing the elaborate 
systems, for example by providing spare parts or custom-made 
products (Pearce 2017).

As already mentioned, open-source in the software sector 
has a big head start over hardware. Besides the obvious eco-
nomic aspects, this goes hand in hand with challenges in terms 
of documentation. “The biggest problem is not writing docu-
mentation, but keeping that documentation up to date” (Aus-
tic et al. 2020). Hardware consists of numerous knowledge re-
sources, which places special demands on tracking changes. 

It is therefore necessary to further develop dedicated version-
ing systems.

Another challenge is the question of when hardware is really 
documented for re-use. This is because reconstructing physi-
cal objects requires very different resources, such as technical 
drawings, parts lists or assembly plans. The DIN SPEC 3105 
(Meyer 2020) and the OPEN! project provide initial answers, by 
developing frameworks and evaluation criteria.

Makerspaces

When seen through the magnifying glass of the pandemic, 
the decades-long failings in adapting the education system to 
the needs of the postmodern age are particularly evident. Teach-
ing digital, technical and technological skills is still in its in-
fancy. This, along with the division of labour, has also resulted 
in an intellectual decoupling from the technical infrastructure, 
which we as consumers are now blindly at the mercy of (Simon-
don 2012). This creates numerous problems, especially when 
it comes to resource-saving use. Technical-technological com-
petences are an essential basis for leading a self-determined 
and resource-saving life. Fostering these and not putting un-
due strain on educational institutions requires open spaces 
where learners and teachers can engage with technology in a 
self-determined way, to develop their own approaches. Such ac-
cess is provided by numerous extracurricular places of learning 
throughout Germany, such as makerspaces.

The character of a makerspace emerges when comparing it 
to a vocational training workshop. There, the focus is on con-
crete job profiles with a productive character. There are teachers 
who imbue trainees with knowledge or make them fit for a cer-
tain branch of work or a specific job profile. The goal is there-
fore a certain level of qualification. This stands in contrast to 
makerspaces. Such experts may also be on hand there, but they 
are not the centre of attention. Rather, it is about the mutual 
empowerment of equals. This does not have the primary aim of 
producing a qualification certificate, but is about the practical 
hands-on knowledge itself. Makerspaces bring together people 
who are interested in learning by doing, in passing on their ex-
periences to others and in becoming a social community. This 
self-determined learning enables very individual access to tech-
nical objects and in this way also promotes the responsible use 
of technology in everyday life.

Interfaces for local learning and economic 
development

In addition to social and technical engagement, maker-
spaces are also learning spaces in which the sharing of knowl-
edge, which is the fundamental practice behind open-source, 
becomes tangible. As hubs of regional learning networks, they 
can bring together numerous knowledge resources and pro-
mote exchange. In this way, innovations from civil society and 
extra-institutional contexts are transported into formal institu-

“Makerspaces are places  
for raising and spreading new ideas,  
for self-empowerment  
and participation in open-source.”
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tions and an open learning culture is established that focuses 
on collaboration and instils a culture of knowledge sharing.

Makerspaces also play a prominent role with regard to local 
economic spaces, such as circular systems. They enable cus-
tomised one-offs or spare parts that are no longer available to 
be produced (rapid manufacturing), as well as the further devel-
opment and repair of existing technologies. Typical equipment 
in addition to common hand tools, typical equipment includes 
a 3D printer, laser cutter and other CNC machines to process 
different materials and workpieces. True to the motto: make al-
most everything (Bergner 2017).

Visions for structural change

Embedded in local contexts, makerspaces are places for rais-
ing and spreading new ideas, for self-empowerment and partici-
pation in open-source. Emancipation from outmoded structures 
and the search for new ways of doing business are particularly 
important in rural areas. The context of makerspaces gives rise 
to a resilient civil society that is largely independent of global 
structures and taps into its own, local resources (Lange et al. 
2016). Open-source hardware and software, solution-oriented 
action, infrastructures of mid-range technologies that improve 
independent experimentation and locally situated economies 
enable promising visions for a resource-efficient life.
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its energy demand by 50 %. Both goals together form the basis 
of a sustainable energy supply. The share of renewable energies 
in the German electricity mix is currently 42.1 % of gross elec-
tricity consumption (UBA 2020), which poses challenges for 
grid operation at both distribution and transmission grid level. 
This is because the availability of energy is no longer constant 
but fluctuating. Many small, spatially distributed generation 
units create the need for greater flexibility in the energy sys-
tem. This energy transition is associated with a growing num-
ber of actors that are participating in the energy system for ex-
ample by generating their own electricity or heat with photo-
voltaic systems, wind turbines or heat pumps, and in some 
cases also feeding it into the grids. This decentralisation and 
diversity of actors, however, also increases the complexity of 
the energy system and thus the requirements to coordinate ac-
tors and regulate market and grid activities. For a supply with 
almost 100 % renewable energies to be possible at all, the en-
ergy must be balanced intelligently. The opportunities offered 
by ICT-devices, big data, machine learning as well as the busi-
ness models based on them, are envisioned as an important 
step towards a successful energy transition (dena 2016). There 
is need for more and more information on grid conditions and 
operations, as additional storage facilities have to be integrated 
into the electricity system and the coupling with other sectors 
such as mobility and heat needs to be coordinated. The over-
arching vision is that digital technologies will enable energy 
flows to be measured, controlled and traded in real time. How-
ever, the physical changes in the energy system also require 
new forms of coordination (e. g., electricity market design) and 
new regulatory frameworks. This vision is thus strongly inter-
related with political strategies and regulatory processes (e. g., 

the Climate Protection Plan 2050 or the Act on the Digitalisa-
tion of the Energy Transition), actors on the market who en-
deavour to open up new business areas or automate and flexibi-
lise processes (cf. e. g., Maier 2018, Lied 2017), and also a strong 
civil society that not only accepts the changes but also promotes 
them through political pressure and new ideas and coopera- 
tion.

Flexible consumers and new forms 
of coordination

The Renewable Energy Sources Act (EEG) provides the op-
portunity for consumers to participate actively in the electric-
ity market as producers of renewable electricity. Initially, the 
role of these so-called prosumers was limited to generating 
the electricity and feeding it completely into the grid. However, 
the self-consumption of self-generated electricity has signifi-
cantly increased the scope for action. Consumers themselves 
could control the times at which they switch on electrical ap-
pliances in their household and thereby help to regulate their 
own consumption in a way that is more economical than feed-
ing the electricity into the grid. Automatic controls and elec-
tricity storage have increased this scope even further. Digital-
isation can create new forms of organisation and additional 
flexibility options from individual actors at household level 
through their networking and aggregation at district level. De-
velopments such as local self-consumption (peer-to-peer or 
community electricity trading) as well as local or regional elec-
tricity markets, in which operators sell their surplus electric-
ity directly to other consumers, are currently difficult to realise 
due to the regulatory condition. However, their implementa-
tion has already been successfully demonstrated in pilot pro- 
jects.

These developments strengthen the role of consumers in 
the energy market. This is in line with the targets of the EU’s 
Clean Energy Package, which are to be implemented in na-
tional law by all EU member states by the end of 2020 (Euro-
pean Parliament 2019). At the same time, it enables consumers 
to provide flexibility that can contribute to stabilising the elec-
tricity system. It makes sense for larger electricity consumers 
in particular to manage their own consumption and adjust it 
to market signals. This flexibilization must be supported more 
strongly. Additional storage facilities, such as those provided 
by electromobility, would significantly increase this potential. 
However, this requires enormous coordination efforts between 

Transforming the energy system

Digitalizing the Energy System 
in a Sustainable Way

The energy transition requires a restructuring of 
the energy system and, as a result of decentra
lisation, also increasing digitalisation to integrate 
all actors and make them more flexible. However, 
digitalisation can be shaped and should happen 
under ecological and social premises.
By Swantje Gährs, Astrid Aretz, Friederike Rohde 
and Hendrik Zimmermann

‌G ‌ermany has set itself the goal of making its entire electric-
ity supply greenhouse gas neutral by 2050 and reducing 
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the actors in the energy system, which cannot only be facilitated 
by digital solutions, but also requires changes on different lev-
els such as a new electricity market design and decentralised 
organisation (see Figure 1).

Digitalised grid control in the  
smart grid

The increased complexity in the energy system resulting 
from distributed and fluctuating energy supply is making it 
more and more challenging to balance the supply and demand 
of energy within the distribution and transmission grids. The 
risk of unstable grid conditions increases. Intelligent electricity 
grids (smart grids) are intended to help overcome this complex-
ity and ensure the stability of the electricity grids. A smart grid 
transports not only energy, but also data that enables grid oper-
ators to obtain information on electricity production, transport, 
storage, and consumption at short intervals. For example, they 
are able to know exactly when and where a decentralised gen-
eration plant feeds electricity into the grid. The greater availa-
bility of data through sensor technology (in particular through 
smart metering systems) allows grid operators to better record 

their grid and, if actuators are available, also to intervene in 
a controlling manner. This means that a stable grid situation 
can be ensured at all times, even with a high proportion of 
decentralised electricity generation, and existing grids can be 
utilised to a greater extent (Expertengruppe Intelligente Ener-
gienetze 2019).

However, significant challenges are remaining with regard 
to smart grids that have not yet been addressed in a reasona-
ble way. For instance, there are rules that allow grid operators 
to switch off individual producers or consumers in the event 
of grid bottlenecks, in order to avoid a power blackout. It re-
mains unclear though, which economic and technical criteria 
should be used to select the shutdowns in a complex context 
from a multitude of options. This is where algorithms and dig-
ital tools should provide support. It is also true that, in princi-
ple, the responsibility between distribution system operators 
and transmission system operators has been clarified accord-
ing to grid levels in the current energy system. But the chang-
ing roles when there are multi-layered interactions between 
these levels are still being negotiated. It is also unclear how ac-
cess to the collected data is organised and which platforms are 
suitable for this.

Figure 1: How to create a digital energy system in a sustainable way

© Institute for Ecological Economy Research (IÖW), CC-BY-NC-SA, www.nachhaltige-digitalisierung.de/en

A sustainable energy system has to be developed in an ecological, resilient and inclusive way that is open to 
diverse technologies. This must be ensured by appropriate market designs, regulative regimes and technical 
standards. These rules simultaneously have to ensure the coordination of all actors in the energy system.  

HOW TO CREATE A DIGITAL ENERGY SYSTEM 
IN A SUSTAINABLE WAY

Ensure security 
of supply, 
utmost resilience 
and regional energy 
balancing at 
decentralized level

Enable citizens to become active 
participants with advice and financial support 
whilst ensuring strong data protection

Encourage flexible energy 
consumption through variable 
tariffs and intelligent metering 
systems where appropriate

Organize network management 
in a decentral way where possible 
and in a central way where necessary

Collect, transmit, and 
store only those data 
which are really necessary 
for reaching a sustainable 
energy system

29ÖkologischesWirtschaften Online-Ausgabe   O1.2021 (36)

Sustainability of Digitalisation



The material foundation of smart energy 
systems

Reducing absolute energy consumption is imperative for 
achieving climate protection goals. Only a reduction of 50 % 
by 2050 makes a complete switch to renewable energies “at all 
realistic” (Prognos/Öko-Institut/Wuppertal-Institut 2020). But 
do the resources, data flows and possibly additional energy re-
quirements necessary for digitalisation justify the savings that 
can be achieved as a result? Especially the production of dig-
ital devices requires some energy. For example, according to 
our own calculations based on Sias (2017), the production of 
an advanced metering system (iMS) (without smart meter gate-
way) produces 91 kg of CO22 equivalents, while a Ferraris meter 
comes in at around 8 kg of CO22 equivalents. The power con-
sumption in operation is also somewhat higher with an iMS in-
cluding the smart meter gateway. A comprehensive assessment 
of the environmental impact also requires consideration of the 
lifetime, energy consumption of data centres and production 
conditions (see Pohl et al. this issue).

The consumption of energy and resources must now be con-
trasted with the positive effects of digital technologies. These 
are to be expected first and foremost where digital technology 
has been installed and may relate to expected efficiency gains. 
For example, electricity savings when using a weather forecast 
control system in a multi-family house range between 4 and 
20 % annually (Hengstenberg 2018; Oschatz/Mailach 2017) and 
between 2.5 and 5 % when using online efficiency monitor-
ing (Hermann et  al. 2019). However, the expected efficiency 
gains can be overcompensated if additional digital devices are 
acquired.

Particularly in the electricity sector, digitalisation often aims 
at positive effects on a higher level. An important level of im-
pact, however, is in grid control, which should enable better uti-
lisation of the electricity grids through knowledge of grid con-
ditions and energy demand, while at the same time increasing 
the share of renewable energies. A similar systemic effect is ex-
pected for remotely controllable loads such as heat pumps. The 

expectation for the control of flexible loads is that digitally co-
ordinated load shifting will have a positive effect on the grids 
on the one hand, whilst on the other hand reducing renewable 
energy curtailment.

The intended effects of a digitalised energy system can 
therefore be very diverse. At the same time, they are still very 
uncertain in many places. Nevertheless, initial studies indicate 
that in the area of smart energy systems, the savings achieved 
are greater than the negative environmental impacts caused by 
the production and operation of sensor technology, measuring 
devices and ICT and the data transfer (Ipsen et al. 2019).

New vulnerabilities

Future life and economic activities with a growing number 
of electrical and electronic devices depend to a large extent on 
a stable and reliable power supply. Digitalised electricity grids 
harbour risks for cyberattacks that can endanger security of 
supply. This increases the system’s vulnerability. Against the 
background of such potentially catastrophic, economically and 
socially hardly sustainable consequences, the question of the 
vulnerability and resilience of the power supply system is of 
central importance.

The fundamental transformation of the electricity system 
that is currently underway opens up the possibility of integrat-
ing resilience strategies into the design of the electricity system. 
A major focus here is on the granularity of the system archi-
tecture. This refers to the size of the smallest network element 
of the power supply that is to be stabilised. Whether granu-
lar systems are inherently more resilient is currently a mat-
ter of debate among experts (e. g., Hirschl et al. 2018). There is 
agreement that central systems can have different vulnerabili-
ties than decentralised systems: Central components are highly 
vulnerable because their failure can have far-reaching conse-
quences for system stability, whereas smaller components in 
a decentralised system do not have such far-reaching conse-
quences. On the other hand, vulnerability is seen in the large 
number of similar system components (such as parts, soft-
ware, protocols and standards) that may be less well secured 
or maintained and therefore represent a target for attack in 
their entirety. Diversification of system components and soft-
ware is therefore seen as a strategy to reduce vulnerability (acat-
ech 2017). In this context, the use of open standards and open-
source software is also discussed (Pohl et al. 2020). Likewise, 
the provision of redundancies is an important additional meas-
ure to ensure security of supply. This does, however, go hand 
in hand with increased resource requirements. The topics of 
IT security, data protection and data security are also impor-
tant in a digitalised energy system. In Germany, the Cyberse-
curity Act regulates how metering point operators must pro-
tect their systems from manipulation and unauthorised access. 
From the consumers’ perspective, better data protection could 
be ensured through clearer T & Cs with privacy-by-design and 
privacy-by-default and through a strict e-privacy regulation.

“The fundamental transformation  
of the electricity system opens up  
the possibility of integrating  
resilience strategies and  
promoting social balance.”
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Social aspects of a digitalised energy system

The social aspects of a digitalised energy system are evident 
at various levels. Digitalisation initially has an impact on the 
costs for consumers. Intelligent grid control can, for example, 
reduce the costs of grid operation and thus the grid charges by 
contributing to grid stabilisation. Since grid charges account for 
a large share of electricity prices and electricity prices have a re-
gressive effect, equipping the grids from medium to extra-high 
voltage with sensors and actuators is particularly worthwhile.

The digitalisation of grid operations can also promote social 
balance: For example, a calculation algorithm that keeps trans-
action costs low could enable a favourable horizontal equita-
ble distribution of grid charges. This can provide financial re-
lief for people in rural areas (with few grid connections in the 
neighbourhood) or in regions with a high share of renewable 
energies in electricity generation (and resulting strong fluctu-
ations in grid status).

The use of smart meters in low voltage also has the poten-
tial to reduce overall system costs in the long term and conse-
quently also costs for socially disadvantaged people (Faruqui 
et al. 2010). Smart meters are currently most profitable for peo-
ple with energy technologies such as solar systems, home stor-
age or electric cars, or with particularly high electricity con-
sumption, which is why the costs of these consumption groups 
are reduced more in relative terms. From a social point of view, 
the costs of smart meters for households with low consumption 
should therefore be (partly) financed by the state. Smart meters 
should enable and incentivise flexibility through sufficient sen-
sor and actuator technology, and exploit the physical potential 
of flexibility. This requires variable price signals on the market 
side, which can be implemented, for example, by means of var-
iable grid charges. Smart meters can enable consumers to reg-
ulate their electricity consumption in a more cost-oriented way. 
So-called pre-payment meters (PPM) with an advance payment 
function can, for example, help to relieve the burden on com-
panies’ payment arrears departments (Kopatz 2012). These are 
currently used mainly by the socially disadvantaged and fre-
quently part of the charge is used to pay off debts. This is to pre-
vent the socially disadvantaged from getting (further) into debt. 
However, especially in energy-poor households, energy saving 
potentials are low. Debt repayment and electricity consump-
tion are usually not perceived separately, which is counterpro-
ductive to improved control of one’s own consumption (Berger 
2017). As PPMs shift the responsibility for supply to consumers, 
so-called “self-disconnections” can occur in financial emergen-
cies (Coutard/Guy 2007). Where previously humans could ex-
ercise leniency, technology then decides without empathy (In-
gram et al. 2007). In addition to lighting, however, refrigerators, 
cooking facilities or the internet are also turned off. A lack of 
electricity and light can be noticed in the neighbourhood and 
result in stigmatisation. The subsequent costs are often borne 
by society (Reibling/Jutz 2017). The use of PPMs should there-
fore be opposed from a social point of view.

Beyond this cost issue, digitalisation enables the integration 
of decentralised renewable energy systems and consequently 
often also the participation of members of the public in the en-
ergy supply. Digital technologies facilitate new supply struc-
tures that enable everyone to participate, if not as a producer, 
then at least as a consumer. However, to ensure that not only 
house- or landowners benefit, the framework conditions for 
tenant electricity must be significantly improved. Other prom-
ising models that could become increasingly important in the 
future are communal self-sufficiency or peer-to-peer trading. 
This strengthens the role of members of the public. At the same 
time, it opens up the opportunity to increase participation in 
the energy system and acceptance for the transformation re-
quirements of the energy system (e. g., expansion of renewa-
ble energies).

Political governance …

The digitalisation of the energy system brings new chal-
lenges in terms of political governance. The complexity of con-
trol in the interplay between highly regulated grid operation 
and a liberalised energy market is increasing.

Important regulatory foundations were laid with the 
White Paper An Electricity Market for Germany’s Energy Transi-
tion (BMWi 2015), the Act on the Digitalisation of the Energy 
Transition (BMWi 2016) and the Green Paper on Energy Effi-
ciency (BMWi 2017) resulting from consultation processes at 
the German Federal Ministry for Economic Affairs and Energy 
(BMWi). Significant challenges at regulatory level exist in the 
areas of digital metering, flexibility of end consumers and the 
creation of framework conditions for new business models (e. g. 
flexible tariffs). For instance, during the smart meter rollout 
it became apparent that there were initially no devices on the 
market that met the high security requirements of the Federal 
Office for Information Security (BSI). Progress has since been 
made here, for example in that the question of who may access 
which data from smart metering systems, and when, will in fu-
ture become part of the principle of point-to-multipoint com-
munication. It involves processing the metering data in the 
smart meter gateway and making it directly available to the rel-
evant actors using end-to-end encryption.

 … between energy market and grid regulation

Furthermore, there are still many unresolved legal issues in 
the area of flexibilization of the consumption side, which are 
currently being discussed in the context of a revision of Sec-
tion 14 a EnWG. This concerns in particular questions of the 
design of grid-friendly flexibility. However, there must not be 
too much emphasis on small, private consumers and the focus 
must be on regions with a strong expansion of renewable en-
ergy. There are also open questions concerning the regulations 
of storage facilities as consumption facilities and the harmoni-
sation of the Renewable Energy Sources Act (EEG) with the Me-
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tering Point Operation Act (MsbG), which are currently being 
worked on (Ernst & Young 2020).

The future challenge for the digitalisation of the energy sys-
tem is to bring policymaking in line with technical develop-
ments, whilst keeping in mind not only the security of supply, 
reliability and affordability of the energy supply, but also cli-
mate and resource protection, data protection and social jus-
tice. These sustainability aspects should be at the centre of the 
design of a digitalised energy system.
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The energy transition will only succeed if digital 
tools are used under the guiding principle of digi-
tal sufficiency. Using only as much digitalisation 
as necessary to bring sufficient momentum to the 
urgently needed socio-ecological transformation 
of society.
By Irmela Colaço

‌D iscussions about digitalisation often follow the narrative 
that “digitalisation” brings progress per se and should 

therefore be implemented as quickly as possible. Critical ques-
tions about where and what kind of digitalisation is necessary 
and will bring added value to society as a whole are often dis-
missed as technophobic.

Such perspectives distort discussions about digitalisation. 
Digital applications should be understood as tools. Depending 
on the goal and skill of the user, they can bring benefits or harm 
to society as a whole. It is therefore important to consider both 
the advantages and disadvantages and to define clear guide-
lines for the use of the tools.

Those guidelines should follow the principle of “digital suf-
ficiency” in the sense described by Lange et al. (2019): Digital 
technologies should be designed thriftily as regards the use of 
energy, natural resources and data (technical and data suffi-
ciency). In addition, they must be applied for the objectives of 
user sufficiency and economic sufficiency, which means that 
digital applications should aim to enable a way of life and an 
economy that is preferably based on local structures and freed 
from the pressure to grow. In a nutshell, digital sufficiency 
means as much digitalisation as necessary to bring sufficient 
momentum to the urgently needed socio-ecological transfor-
mation of society, but as little as possible to protect the envi-
ronment and people from negative impacts.

Using the example of energy transition policy, this contri-
bution outlines what this guiding principle could mean and 
where positive approaches, but also contrary movements and 
decisions, can already be observed.

Saving energy thanks to digitalisation

In order to transform the energy system towards 100 % re-
newable energy sources quickly and in a resource-conserving, 

environmentally and socially compatible manner, energy con-
sumption needs to at least be halved. However, the energy ef-
ficiency policy has so far not resulted in the necessary savings.

Many digital applications for visualising energy consump-
tion, for automation and for monitoring the operation of pro-
duction, heating and ventilation systems can exploit new en-
ergy-saving potential (Colaço et al. 2019). The German Federal 
Ministry for Economic Affairs and Energy (BMWi) would like 
to bring such applications into the mainstream with the fund-
ing programme “Einsparzähler” (Eng.: “Savings Meter”). Pro-
vided that a smart meter is used to monitor success, compa-
nies and actors in civil society receive a grant for innovative 
programmes that help to save energy through technical solu-
tions or behavioural changes in target groups of their choice.

The funding programme partially fulfils the sufficiency cri-
teria mentioned above. Firstly, the majority of the grant is only 
paid out if absolute energy savings can be proved. This success 
control ensures the effectiveness of the measures and curbs re-
bound effects, which can support user sufficiency defined by 
Lange et al. (2019). Smart meters and thus digitalisation facil-
itates this performance-based approach, which should be in-
cluded in further funding programmes such as the KfW grants 
and loans for energy efficient construction and refurbishment. 
Secondly, the programme explicitly strengthens small actors 
and the use of open-source software. This supports local energy 
transition activities and community value creation (economic 
sufficiency). Thirdly, the installation of the smart meter is asso-
ciated with a concrete added value and not only with a theoret-
ical potential that may never be addressed. This is a right step 
in the sense of technical sufficiency.

Other criteria, however, such as using as few technical re-
sources and as little data traffic as possible, are missing from 
this funding programme and should be included in its further 
development. This also counts to other funding programmes 
for “smart” technologies. It should be clarified for which parts 
new digital technology is necessary at all, where intelligence in 
a single unit of a system or facility is sufficient and where net-
working of different devices with each other or with third par-
ties to the outside is necessary. If networking is advantageous, 
it would be necessary to check how long it has to be in place 
and what kind of data has to be transmitted how often in order 
to achieve energy-saving effects.

In addition to suitable funding and advisory programmes, 
however, there’s an urgent need for legal requirements in or-
der to reliably achieve the energy-saving goals and activate the 

Achieving absolute reductions

Digital Sufficiency as a Principle 
for Energy Transition Policies
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innovation potential of new business models based on digital-
isation. This includes the obligation for energy management 
in larger buildings or the mandatory commissioning measure-
ment of heating systems, in which digital services can provide 
added value because errors in operation and their causes are 
more easily detected (Pehnt et al. 2016). Furthermore, legally 
defined energy saving targets are necessary to increase the pres-
sure to take action across all sectors in order to contain the in-
creasing energy consumption resulting from digitalisation (cf. 
Pohl et al. this issue).

Saving energy despite digitalisation

In Germany alone, data centres are expected to consume 
about 40 % more energy by 2025 than in 2015 (Stobbe et  al. 
2015). Policymakers are primarily focusing on increasing en-
ergy efficiency in data centres, transmission networks and end 
devices. This is a basic prerequisite for the success of the en-
ergy transition and political regulations to this end should be 
put in place as quickly as possible. However, it is doubtful that 
a mere increase in efficiency is sufficient to reduce energy con-
sumption reliably, quickly and sufficiently.

A huge environmental challenge in private households is 
that “smart” homes serve perfectly for companies to provide 
new consumption options. The associated narrative promotes 
the “smart” home with a view to a sophisticated, digital en-
ergy management system as ecologically advantageous. But it 
is neglecting that other components of the “smart” environ-
ment which promise comfort or security will at the same time 
weigh down the ecological footprint of a household heavily. Ad-
vertising and even the Smart Living Business Initiative supported 
by BMWi do not distinct between “smart” lifestyle products 
and “smart” offers that serve the socio-ecological transforma-
tion. Sustainability criteria are not discernible. This is a missed 
opportunity to make Germany’s economy and households fit 
for the future since the number of digital end devices has a 
crucial influence on the digital carbon footprint of private us-
ers (Gröger 2020).

An essential lever for a sustainable digitalisation is to ensure 
durable, repairable and recyclable products (cf. Pohl et al. this 
issue) which can, amongst other positive environmental effects, 
reduce energy consumption in the industrial sector. First steps 
to anchor requirements for repairability and durability in the 
EU Ecodesign Directive are not far-reaching enough. Software-
related obsolescence is neglected, which is disastrous in view 
of the rapidly increasing availability of “smart” products. Repair 
services offered by small crafts enterprises or civil society or-
ganisations are hindered because they have limited or no access 
to construction manuals and spare parts. Yet it is precisely the 
proliferation of such local repair initiatives and Makerspaces 
that could make an important contribution to the socio-ecologi-
cal transformation (cf. Voigt this issue). This must be remedied 
as soon as possible and applied to further products.

Furthermore, in order to minimise energy consumption in 
the use phase, the trend towards more and more functions, 
larger screens and higher resolution must be stopped. This can 
be achieved by setting absolute energy consumption limits and 
progressive efficiency requirements in the Ecodesign Directive. 
Data frugality (cf. Pohl et al. this issue) and further aspects of 
sustainability for software and digital services, should be oper-
ationalised and included as a new requirement.

Besides the efficient and sufficient design of devices and 
infrastructure, however, it is also necessary to look at the sys-
tem as a whole. After all, in an economic system dependent 
on growth, it should for example be feared that longer-lasting 
products will not mean that fewer products are put into circu-
lation overall. A sufficient reduction in energy consumption re-
quires overarching measures that pave the way to a social econ-
omy (“Gemeinwirtschaft”) without the pressure for growth, 
very much in the spirit of the economic sufficiency mentioned 
at the beginning.

Digitalisation and decentralisation

An important pillar of a social economy is not only the re-
lease from the pressure for growth, but also the re-regionali-
sation of value creation, as ensured by a decentral organised 
energy transition. For decentralised infrastructures distribute 
the benefits and financial profits amongst municipalities, pub-
lic utilities and citizens, instead of leaving them in the hands 
of large energy suppliers, mineral oil and state-owned compa-
nies in oil-rich countries. The regional balancing of supply and 
demand also minimises energy losses as well as costs and re-
sources for transport and storage.

A local and regional electricity trade as well as balancing 
the temporally fluctuating energy supply with the energy de-
mand will require many digital interfaces and services. The 
political strategy in Germany currently envisages equipping 
larger consumers with a smart meter across the board and 
thereby creating a technical basis for such services. The catch 
is that the added value of the smart meters for the energy tran-
sition is not yet guaranteed. Moreover, political practice leaves 

“There is great innovation potential  
in digital products and services  
for both the decentralised organisation  
of the energy transition  
and the frugal use of energy.”
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considerable doubt as to whether the federal government 
actually has an interest in strengthening prosumers, land-
lord-to-tenant electricity supply (“Mieterstrom”), peer-to-peer 
sharing and other forms of a decentralised design of the energy 
transition. Energy citizenship has already been massively sti-
fled with the switch to tenders. In course of the revision of the 
Renewable Energy Sources Act at the end of 2020, the BMWi 
planned to phase out subsidies for renewable energy systems 
that are more than 20 years old and to establish an obligation 
to install a smart meter even for small systems, which would 
have made them economically highly inefficient. These and 
other proposals would have worsened the situation for small 
citizen-operated renewable energy plants and were prevented 
only at the last minute. However, fair and appropriate frame-
work conditions in order to boost the energy transition “revo-
lution” by citizens, as demanded by the European Union, are 
still missing.

Using the energy transition  
for transformation

From Friends of the Earth Germany’s point of view, the es-
sential question for the advancement of the energy transition is 
therefore not whether sufficient digital solutions are available 
for the decentralised organisation of the energy transition. In-
stead, the focus is on the question of whether the energy tran-
sition will remain in the hands of large corporations or whether 
it will be shaped by citizens and digital applications will there-
fore contribute to social and economic change.

When designing the technical infrastructure for the energy 
transition, it should be considered that upgrades and data col-
lection should only take place where proven added value can be 
expected. For example, there is reason to doubt the vision that 
everyone should contribute to the success of the energy transi-
tion by remotely controlling their washing machine so that it 
runs when the sun is shining, and the wind is blowing. In or-
der to minimize data traffic and complexity it should rather be 
discussed where standard load profiles will be sufficient for the 
balancing of energy supply and demand. Those visions rather 
reinforce dominant narratives of the industry as mentioned 
previously, that promote “smart”, networked devices as good 
for the energy transition and thus create new needs for con-
sumption.

The ecological price for this narrative can be high. Across 
Europe, the networked standby consumption of household ap-
pliances could increase to up to 14 terawatt hours per year by 
2025 (Hintemann/Hinterholzer 2018), which is equivalent to 
the annual electricity consumption of all households in the 
Czech Republic. Above that, short product lifetimes and soft-
ware restrictions could lead to increasing resource consump-
tion.

In summary, there is great innovation potential in digital 
products and services for both the decentralised organisation 
of the energy transition and the frugal use of energy. What 

has been lacking so far are guidelines and regulatory condi-
tions oriented towards digital sufficiency to steer this poten-
tial in the right direction and to constrain it where it impedes 
the resource-conserving, socially acceptable and environmen-
tal-friendly success of the energy transition.
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Automated decision-making based on Artificial 
Intelligence is associated with growing expecta-
tions and is to contribute to sustainable develop-
ment goals. Which opportunities and risks 
for the environment, economy and society are 
associated with Artificial Intelligence-based  
applications and how can they be governed?
By Friederike Rohde, Maike Gossen, 
Josephin Wagner and Tilman Santarius

‌A ‌dvances in Artificial Intelligence (AI) effectiveness have 
made its application ubiquitous in many economic sec-

tors. Whether speech or facial recognition, computer games or 
social bots, medical diagnostics or predictive maintenance, or 
autonomous driving, many actors expect opportunities not only 
for product innovations and new markets but also for new re-
search perspectives. Economic and political actors alike expect 
AI‑based systems and applications to contribute positively to 
sustainability goals (Jetzke et al. 2019). These include, for ex-
ample, the opportunities offered by AI for improving the man-
agement of smart grids (Jungblut this issue), and transport in-
frastructures, for conducting more precise earth observation, 
for creating new weather warning and forecasting systems, or 
for enhancing solutions for waste and resource management.

Do we really talk about Artificial Intelligence?

AI is generally used to describe machines (usually com-
puters) that mimic cognitive functions, for example by repro-
ducing human decision-making structures through functions 
with trainable parameters. AI research typically addresses prob-
lems of reasoning, knowledge representation, planning, learn-
ing, natural language processing, and perception. While the 
comprehensive reproduction of human intelligence, usually re-
ferred to as “strong AI” (e. g., CogPrime, cf. Goertzel et al. 2014), 
is still far from real-world application, “weak AI”, such as deep 
learning, is now increasingly found in numerous applications. 
These forms of “weak AI” are also described as computational 
intelligence (Poole et al. 1998) or intelligent agents (Russell/
Norvig 2003) as they allow decision preparation, and even im-
plementation, to be delegated to computers. Those algorithmic 
decision-making processes can include anything from highly 

complex neural networks to quite simple software applications 
that calculate, weigh up and sort data based on simple rules (cf. 
AlgorithmWatch 2018). In this arcticle, we focus on weak AI, 
for example decision-making with more or less complex data-
learning algorithms.

Yet even weak AI‑based systems and applications (in the fol-
lowing we will only use the term AI) allows computers to partly 
take over human decision-making and to fully automate sys-
tems’ management as, for example, when supporting architects 
in constructing new buildings, doctors in making medical deci-
sions, recruiters in selecting new employees or assigning Uber-
drivers to trips. However, AI uses data and algorithmic reason-
ing to make recommendations that are not transparent – and 
that in many cases not even AI‑researchers fully understand. 
Therefore, the current rise of AI raises questions of what form 
of comprehensive political rules are needed to ensure the hu-
man-centred and ecological use of those technologies. This ar-
ticle helps to shed light on the social, ecological, and economic 
implications of AI and on what guidelines, rules and regula-
tions need to be discussed and implemented to address sus-
tainability concerns.

There are two interlinked perspectives of how to relate AI to 
sustainability. The first one refers to employing AI in areas that 
contribute to socially and ecological desirable developments, 
such as climate protection or education (AI for sustainable de-
velopment; see Jungblut, this issue). We investigate the second 
perspective, which refers to developing, implementing, and us-
ing AI in a way that minimizes negative social, ecological and 
economic impacts of the applied algorithms (sustainable AI).

Rules for responsible Artificial Intelligence

Over the last decade, several issues concerning the societal 
implications of AI and the respective Algorithms have been 
discussed intensively, mainly under the concept of ethical AI 
guidelines (see Jobin et al. 2019 for an overview). Aspects such 
as transparency, trustworthiness, autonomy, and data protec-
tion are discussed – while the consideration of ecological and 
equitable aspects of AI is, by and large, still lacking. The AI Eth-
ics Global Inventory (AlgorithmWatch 2020) identifies more 
than 160 rules or guidelines published by diverse actors includ-
ing not only NGOs, business associations and trade unions 
but also various governments and intergovernmental organi-
zations such as the United Nations and the European Union 
(EU). The rules for using AI can range from recommendations 

Discussing implications of Artificial Intelligence

Sustainability challenges of Artificial 
Intelligence and Policy Implications
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over voluntary commitments to binding regulations, some of 
which are currently developed at the EU‑level.

For example, the NGO iRights Lab developed the Algo.rules, 
a catalogue of nine rules that should be adhered to in order to 
enable and facilitate a socially beneficial design and appropri-
ate use of Algorithmic Systems. These rules include aspects 
such as strengthening competencies of those who develop, op-
erate and/or make decisions regarding the use of algorithmic 
systems or define responsibilities in a transparent and reason-
able way and not transfer the responsibility to the algorithmic 
system itself, users or people affected by it. Other rules define 
that objectives and expected impact of the use of an algorithmic 
system must be documented and assessed prior to implemen-
tation, the application must have been tested, and the use of an 
algorithmic system must be identified as such (Bertelsmann 
Stiftung/i.Rights Lab 2020). The compliance with these rules 
should be ensured by design when systems are being developed.

The EU has published a White Paper providing a general 
regulatory regime for developing and implementing AI. The 
White Paper is based on recommendations from the High Level 
Expert Group on AI, which published its Ethical Guidelines for 
a Trustworthy AI in April 2019 (AI HLEG 2019). The White Pa-
per focuses on creating “ecosystems for excellence”, as well as 
on trust and a safe and trustworthy use of AI. An “ecosystem for 
excellence” mainly refers to the cooperative action of EU mem-
ber states to maintain Europe’s leading position in research, 
promote innovation, expand the use of AI, and achieve the ob-
jectives of the European Green Deal. The “ecosystem for trust” 
is based on existing law, in particular on the provisions of the 
General Data Protection Regulation (GDPR) and the directive 
on data protection in law enforcement.

The White Paper’s intended EU regulatory regime would ap-
ply extended regulation only to AI that contains a particular risk 
potential regarding protection of safety and consumer and fun-
damental rights (European Commission 2020). The White Pa-
per proposes defining high risk cumulatively: AI used in “high 
risk” sectors such as health, transport, police or jurisdiction 
and AI application that poses significant risks, i. e., the pur-
pose of the respective AI. Regarding for example the health 
sector there is a difference between using AI for appointment 
scheduling in hospitals or using AI for medical diagnosis. The 
commission states that AI for the purpose of “remote biomet-
ric identification and other intrusive surveillance technologies 
would always be considered high-risk” (European Commission 
2020: 18). In Germany, the Data Ethics Commission advocates 
a five-level risk-based regulatory regime, ranging from no reg-
ulation for the lowest risk AI to a complete ban for the high-
est risk AI, such as autonomous weapon systems. Finally, the 
EU announced in the White Paper it would foster the develop-
ment of AI for climate change mitigation and for the protec-
tion of natural resources. Considering AI as an enabler, the 
EU aims to combine the European Green Deal with the devel-
opment of “Trustworthy AI made in Europe” (European Com-
mission 2020).

Sustainability challenges for Artificial 
Intelligence

Two questions are particularly relevant with regard to sus-
tainable development and AI. First, are the data sets generally 
used to train AI algorithms at all useful for transforming exist-
ing production and consumption patterns towards sustainabil-
ity? The challenge here is that existing data sets provide diverse 
information about the past but hardly any information about 
desired futures. Therefore, AI trained on historical data sets 
may be biased to reproduce the unsustainable status quo. To 
give an example: AI algorithms can optimize traffic flow man-
agement in cities or in logistics and thereby contribute to re-
ducing fuel consumption per kilometre driven. But (how) can 
existing data sets train AI to help sustainably transform the 
transport system as a whole, e. g., to make it less car-depend-
ent? Every weak AI or algorithmic system is only as good as the 
utility function it seeks to optimize and the data that it is based 
upon. That is, sustainability goals, such as reducing car traffic 
not only have to be implemented into the utility function of the 
respective algorithms but in the political regulations and con-
ditions, as well.

Second, how can AI‑supported sustainability transforma-
tions of production and consumption patterns be democrati-
cally legitimized? To stay with the transport example: Should 
AI‑based recommendations be trimmed to inscribe preferences 
for ecological means of transport (bicycle, bus and train) over 
less ecological means of transport (car, taxi, plane)? Little doubt, 
other criteria such as travel time or safety are decisive for us-
ers when choosing a mode of transport. A situation may arise 
in which users cannot clearly understand which criteria (i. e., 
which specific set of preferences) are used in an AI‑based rec-
ommendation system to make or propose decisions. To avoid 
sustainability transformations becoming visible only through 
the output of the systems, the algorithms must be as transpar-
ent as possible, as should information on the algorithm train-
ing data. This inclusion could prevent the data analysis from 
reproducing the discriminatory and unsustainable patterns ex-
isting in society (Wolfangel 2018).

Resource and energy intensities of 
Artificial Intelligence

The discussion about AI opportunities and risks has only 
recently begun to take into account how much energy and re-
sources AI itself consumes for computing. The training pe-
riod of an artificial neural network (ANN), devour particularly 
large amounts of energy. A study using BERT, an ANN used 
for speech recognition, found that the training period alone re-
sulted in 0.65 tons of CO22 being emitted (Strubell et al. 2019). 
This amount corresponds to the emissions generated from a 
return flight between Berlin and Madrid. However, the study’s 
frequently cited result that “training a single AI model can emit 
as much carbon as five cars in their lifetimes” (Hao 2019) is in-
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correct (cf. Lobe 2019). This often-cited amount of 313 tons of 
CO22 refers to neural architecture search, very different from 
training a “typical” ANN. Notwithstanding, the training of in-
creasingly complex deep learning models can be expected to 
require more compute and hence even more electricity (see 
figure 1).

Ensuring that AI – particularly those used for sustainabil-
ity purposes – generate net benefits by reducing energy and 
emissions requires assessing whether the energy consumed in 
the training and use phases justifies the intended effects. Un-
til now, most AI has not been used solely to improve sustain-
ability but applied in other fields ranging from optimizing on-
line advertising to industrial production or medical technology. 
That is, the impact which derives from this energy intensive 
training process is highly dependent on the application. How 
much additional energy consumption of future, yet-to-be-de-
veloped, AI can societies justify when, at the same time, they 
have committed to the UNFCCC Paris Declaration and want 
to achieve the 1.5 °C climate change goal? It appears evident 
that AI development must be related more strongly to socially 
and ecologically relevant challenges (Jetzke et al. 2019; see Jun-
gblut in this issue).

Moreover, the development of applications for automated de-
cision-making, data processing, tracking, or recommendation 
systems should take into account alternative methods and tools 
to calculate, predict and classify data. For example, the accuracy 
of an ANN for learning a new task involves an energy-intensive 
trial-and-error process (Strubell et al. 2019) that sometimes only 
leads to a comparatively small increase in network performance. 
In certain applications that currently use AI, statistical analysis 
methods, such as linear regressions, with a significantly lower 
energy consumption can lead to similar results. In addition to 
high power consumption, the AI’s material requirements pose 
further ecological challenges due to the hardware used in data 
centres and end-user devices whose production is extremely re-
source-intensive (see Pohl et al. in this issue).

Ecological sustainability of Artificial 
Intelligence

Concerning general sustainability criteria for software, Nau-
mann et al. (2011) developed a comprehensive catalogue of cri-
teria that take into account an application’s entire software life 
cycle – from the original coding, over its use, to deinstallation. 

Figure 1: “Artificial Intelligence”: Training deep-learning models increases energy and resource consumption
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The multi-layered machine-learning processes of AI-based systems are becoming increasingly 
complex and need large amounts of compute and energy1). The different applications generally use 
pre-trained, customized models.

© Institute for Ecological Economy Research (IÖW), CC-BY-NC-SA, www.nachhaltige-digitalisierung.de/en

"ARTIFICIAL INTELLIGENCE": 
Training deep-learning models increases energy 
and resource consumption

Amount of compute needed to train a single model.
(Peta-FLOP/s-day corresponds to 1015 floating point 
operations per second in one day)3)

*

Image classification 
(e.g. VGG)

0,12 pfs-d*
   about 56 kWh2)

Speech recognition 
(e.g. DeepSpeech2)

Moves in a game 
(e.g. AlphaZero)

0,25 pfs-d*
   about 117 kWh2)

400 pfs-d*
   about 186.667 kWh2)

Amount of compute & energy consumption of different models
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Moreover, the software criteria cover the kind of hardware a cer-
tain software requires. These considerations were further devel-
oped and extended to modern software architectures by also tak-
ing into account the electricity load on a remote server, the local 
client, or the network as a transport medium (Gröger et al. 2018). 
Applying a whole-system approach allows for sharpening the 
view for indirect effects, also referred to as higher order effects 
of ICT (Pohl et al. 2019) which relate to behavioural and struc-
tural changes, that occur due to new business models or the 
transformation of everyday practices, such as online shopping.

Schwartz et al. (2019) propose criteria that are suitable for as-
sessing the ecological effects of AI and include criteria such as 
CO22 emissions, power consumption, training duration, number 
of parameters, and number of floating-point operations (FLOP). 
However, these criteria raise the question of the type of measure-
ment as different computers consume different amounts of en-
ergy for the same operation. The current project “Sustainability 
Index for Artificial Intelligence” [1], a cooperation between the 
advocacy organisation AlgorithmWatch, the Institute for Ecolog-
ical Economy Research (IÖW) and Distributed Artificial Intelli-
gence Laboratory (DAI) at TU Berlin, aims to develop a compre-
hensive set of sustainability criteria for AI‑based systems and 
establish particular guidelines for sustainable AI‑development.

In addition to guidelines for developing and applying AI, 
politics can set appropriate regulatory frameworks. Oftentimes, 
their focus is not specifically on AI only, but include wider tech-
nological developments that are AI‑related, such as the GDPR, 
ePrivacy directive, energy prices, or the pricing of carbon emis-
sions. Thus, CO22-taxes on electricity could make the develop-
ment of less complex and energy-saving models more attrac-
tive – incentivizing software developers and their clients to bal-
ance energy costs with performance benefits. One of the most 
relevant steps, not only for the development of AI but also for 
developing data-based applications in general, is the promotion 
of green cloud computing and green data centres, as argued by 
Köhn et al. (2020). Data centres should be legally bound to pro-
vide energy certificates that provide information on their en-
ergy consumption and performance. By collecting this infor-
mation in a central data register, establishing and expanding 
new data centres can be better planned and promoted. Further-
more, cloud services should provide information on their eco-
logical impact by way of a CO22-footprint per service unit (e. g., 
per hour, per year). AI‑developers should be obliged to report 
on the CO22 emissions of the AI‑models used, e. g., by way of 
initiatives such as the “CO22 Impact Calculator” [2]. Creating 
greater transparency would also incentivize cloud providers to 
offer more climate-friendly services.

Finally, overarching incentive instruments for reduced en-
ergy and resource consumption, such as taxes on CO22 or re-
source, a sustainability-oriented national (or EU‑wide) resource 
policy, or public procurement guidelines could provide further 
incentives to enhance the development and use of the most en-
ergy- and resource-efficient AI, and for consumers to choose al-
ternatives to AI where possible.

Regulation of market power and monopolies

The interests of actors driving the creation of new AI applica-
tions and markets will considerably determine whether and to 
what extent AI actually supports a transition towards sustainable 
production and consumption patterns. The majority of AI today 
pursues the aim to personalise services, forecasting customers’ 
purchasing interests and optimizing online marketing and ad-
vertisements (Heumann/Jentzsch 2019). These applications in-
tend to increase both individual and societal levels of consump-
tion, which in many countries are already unsustainably high.

The marketing of AI-based technologies generates high reve-
nues. For example, in the market segment of multi-purpose as-
sistants such as Siri or Alexa, revenues of USD 11.9 billion are 
forecast for 2021 (Hecker et al. 2017). Large tech companies lead-
ing these markets are currently using AI to enhance their mar-
ket power and competitive advantages. The related dominance 
of a few global tech corporations, first and foremost Google, Am-
azon, Facebook, Apple, Microsoft and a few others, will most 
likely continue with the development and commercialization of 
AI in the future (c. f. Kingaby, this issue; Staab/Butollo 2018). 
Due to the high importance of big data for AI, tech corporations 
are reluctant to make “their” data openly available to compet-
itors, while using mergers and acquisitions to gain access to 
further data sources. Because the control over large amounts 
of data functions as a central barrier to AI market entry (Wig-
gerthale 2019), existing competitive challenges associated with 
large platform monopolies are likely to be aggravated in coming 
years. Since all large tech corporations are shareholder-owned, 
and hence have to service capital interests on financial markets, 
it is questionable whether increasing market concentration will 
help AI business models that place people and the planet over 
profits. Today’s antitrust laws are not suited to counteracting 
this development. Since monopolies are legal under competi-
tion law, antitrust laws only take effect when companies abuse 
their market power to deprive competitors, exploit market part-
ners, or raise unjustifiably high consumer prices.

Large concentrations of data in the hands of few actors are 
by no means a topic for antitrust and competition laws. If they 
were a topic, large tech companies would no longer be able to 
take over AI competitors and start-ups. Antitrust law world-
wide should be reformed accordingly. For example, the initia-
tive “Restrict Corporate Power” [3] urges the German govern-
ment to prohibit dangerous monopolies in the digital economy 
under cartel law and to create legislation allowing them to be 
disbanded. To counteract the concentration of power on a few 
large platforms, independent data collaborations are being dis-
cussed (Heumann/Jentzsch 2019). According to research by the 
Stiftung Neue Verantwortung (engl. Foundation New Respon-
sibilty) [4], numerous approaches already exist for jointly us-
ing data platforms or pools, but so far with little success. The 
state can support data cooperation by providing a distinct reg-
ulatory regime and more legal security, for example with re-
gard to liability and data protection. Moreover, to curb data mo-
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nopolies and, at the same time, make data more openly acces-
sible for socially- and sustainability-oriented companies and 
other causes, governments could establish public data trusts 
to function as intermediaries between those actors that gener-
ate data and those that intend to use it (Staab 2019). Different 
data trusts could be established for energy-related, mobility-re-
lated, or (smart) city-related data.

To protect the interests and safety of consumers, necessary 
regulatory frameworks could also include liability issues (Euro-
pean Commission 2020). Due to the difficulty of tracing poten-
tially problematic decisions made by AI, individuals harmed by 
an AI may not have access to evidence crucial for a court case. 
Relevant EU legislation should be adapted, and AI standardiza-
tion should ensure that processes are comprehensible and ac-
cessible for evidence (German Bundestag 2020).

Finally, discussions are underway about a digital tax at the 
national or European level that would ensure value creation in 
the digital economy also contributes to financing public tasks 
(see Ganter, this issue). From a sustainability perspective, a fur-
ther step would be discussing the allocation of funds solely for 
sustainable AI.

It is key to ensure that the broad application of AI‑based sys-
tems, which opinion leaders expect in the future, will be imple-
mented in a sustainable way. Modern data-driven architectures 
and specialized hardware and the peculiarities of machine learn-
ing and AI still lack suitable sustainability criteria. Achieving 
sustainable AI needs comprehensive guidelines, rules, and reg-
ulations. These should ensure a reasonable and purposive use 
of AI with regard to the desired objectives, ecologically sustain-
able, transparent and free from exclusion and discrimination.

Annotations
[1]	 www.ioew.de/projekt/sustain_nachhaltigkeitsindex_fuer_kuenstliche_

intelligenz
[2]	 https://mlco2.github.io/impact/
[3]	 www.forumue.de/projekte/konzernmacht-initiative/
[4]	 www.stiftung-nv.de/
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There are numerous ways in which applications 
powered by intelligent algorithms can be used to 
benefit the environment and protect the climate. 
But to ensure an overall positive impact on the 
environment, Artificial Intelligence applications 
should be used with caution, and most import-
antly, only promoted in areas where they really 
make sense.
By Sarah-Indra Jungblut

‌A ‌rtificial Intelligence (AI) has long since found its place in 
our everyday lifes, in companies and in industry – whether 

it is as a search engine, a personal voice assistant or robots 
and autonomous machines programmed for specific activities. 
However, projects, start-ups, companies, and research projects 
that are developing and testing the use of AI to protect the 
environment or the climate are still an exception: A keyword 
search on Crunchbase by reset.org in June 2020 for the DBU-
funded publication Greenbook (1): Künstliche Intelligenz – Kön-
nen wir mit Rechenleistung unseren Planeten retten? [Artificial In-
telligence  – Can Computing Power Save Our Planet?] (RESET 
2020) revealed around 400 AI start-ups with a sustainability fo-
cus – compared to a total of almost 20,000 AI start-ups world-
wide. A similar picture emerges in research. Even though there 
is an increasing number of studies that focuses on individual 
areas of application of AI in the context of sustainability, so far 
there are no studies at either a European or an international 
level that enable us to thoroughly evaluate research activities 
in this field. A short study commissioned by the German En-
vironment Agency comes to the same conclusion (UBA 2019).

When looking at specific AI applications, it becomes clear 
that there is a large range of different areas where it is possible 
to apply AI to protect the environment and the climate, and that 
intelligent algorithms are in fact already proving to be highly 
effective (RESET 2020).

Learning algorithms for a smart energy grid

AI technologies harbour great opportunities for more ef-
fective management of the energy market, which is becom-
ing more and more complex because of the increased use of 
renewable energies. Machine learning can help us, through 

simulations and forecasts for example, to gain a better under-
standing of the structure of the energy market and to better 
align and coordinate electricity production and consumption. 
AI‑based systems can, for example, use data on the availabil-
ity of storage, demand-side management, and power-to-X tech-
nologies to enable grid operators to use electricity from renew-
able energy sources instead of curtailing it as “surplus electric-
ity”. It is conceivable that this could create a kind of platform 
that enables transparent communication between all actors in 
the energy system, from citizens, local actors and municipal 
suppliers to grid-operating actors and energy supply compa-
nies.

The open-source project PowerTAC [1], which has devel-
oped a sophisticated AI‑based simulation, shows what these 
approaches could look like in real life – by mimicking the in-
teractions of energy suppliers and consumers, and providing 
potential avenues for balance and regulation in a system with a 
fluctuating energy supply. PowerTAC is now the largest open-
source smart grid project in the world and the software has 
been downloaded over 10.000 times. It allows decision-makers 
and industry actors to gain a better understanding of the mech-
anisms required to implement and realise a decarbonised, de-
centralised, and digitalised energy system in the future.

For consumers, and also companies, to be able to recognise 
at what time electricity is produced most sustainably and to ad-
just their energy consumption accordingly, the British trans-
mission network National Grid, together with Oxford Univer-
sity, the Environmental Defense Fund Europe and WWF, has 
developed a kind of “weather report” for clean electricity. The 
Carbon Intensity Forecast [2] uses regression models based 
on machine learning to predict the CO22 intensity of electricity. 
This enables companies, for example, to use environmentally 
friendly electricity or to charge electric vehicles at times when 
there is a high proportion of green electricity in the mix.

Enhancing sustainable buildings 
with Artificial Intelligence

AI solutions can also provide forecasting, diagnosis, and 
control systems to help us operate existing buildings in a more 
energy-efficient and climate-friendly way. For example, AI can 
be used to link IoT (Internet of Things) data, electricity prices, 
weather data, data from airborne or terrestrial laser scanning, 
mobile mapping, RGB-D cameras (depth cameras), image 
matching or multi-beam echo sounding. The exchange of all 

Gearing Artificial Intelligence towards purpose

Artificial Intelligence for 
Environmental and Climate Protection
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this information between the relevant components of an en-
ergy system makes it possible to adjust energy demand to en-
ergy supply. In practice, this means that heat pumps or refrig-
erators, for instance, start up when there is a lot of cheap elec-
tricity from renewable energies available.

Various start-ups and companies have begun to develop solu-
tions in this area. At the heart of the approach adopted by Bract-
let [3] of Austin, Texas, is the understanding that every build-
ing is a unique “ecosystem” with its own peculiarities and irreg-
ularities. Bractlet therefore pools data from different sources, 
such as utility bills, architectural documents, weather and real-
time power consumption data, and uses machine learning algo-
rithms to create a building’s “digital twin”. This is a simulation 
model that is almost identical to the actual building in terms of 
energy consumption and can be used to identify the most ef-
ficient energy-saving measures. By providing a space for digi-
tal experimentation, the company aims to minimise the risk of 
energy-saving products being installed incorrectly or not in the 
optimal location in a building’s infrastructure, and ultimately 
being ineffective. According to the company, the suggested en-
ergy-saving measures could reduce energy costs by an average 
of around 30 %.

In principle, the “digital twins” concept can be transferred 
to almost all kinds of physical objects, geographical regions or 
infrastructures. It is also possible that these simulation mod-
els could be used for geospatial solutions such as environmen-
tal monitoring, disaster management or urban planning (Döll-
ner 2020).

Across all of the above examples, the more information is 
available, the better machine learning works. For example, to 
optimise the energy efficiency of apartments to fit the habits of 
the users, many analysis and forecasting tools collect data on 
how long residents or users spend in which room, when they 
are at home and what temperature they prefer, as the example 
of Leanheat [4] shows. An intelligent, self-learning control sys-
tem combines the needs of the residents of an apartment build-
ing with the current weather conditions and the learned ther-
modynamics of the building.

Data protection and energy consumption

It is important to protect personal data in applications such 
as these. Leanheat uses end-to-end encryption for all data. 
An important approach to maintaining data protection is, of 
course, to collect as little data as possible from the outset (data 
avoidance and data economy), and also to ensure data protec-
tion-friendly technology design and appropriate default set-
tings (privacy by design and privacy by default) (c. f. Pohl et al. 
this issue, Frick et al this issue). The GDPR already addresses 
these aspects to some extent. Data trust models, such as those 
proposed by the Stiftung Neue Verantwortung, go even further 
(Blankertz et al. 2020).

Another key aspect that influences the effectiveness of 
AI‑based applications in terms of energy efficiency is their own 

energy consumption. Deep learning models in particular re-
quire large amounts of energy when being trained. It is there-
fore important to check in advance how much energy is being 
used in relation to the possible savings (c. f. Rohde et al. this 
issue).

Efficient use of resources

As the applications presented show, intelligent algorithms 
are particularly helpful in areas where a lot of data flows to-
gether and can be evaluated. This also makes Industry 4.0 a 
suitable (playing) field for the technology: In today’s industry, 
production machines and industrial robots work together with 
planning and control software. Considerable amounts of data 
are generated across all processes and conventional methods of 
analysis quickly reach their limits. The intelligent algorithms 
are able to link huge amounts of a wide variety of data – giv-
ing us the opportunity to control machines and processes more 
efficiently and thus reduce energy consumption, resource ex-
penditure and reject rates in the production process.

When it comes to cross-company value chains, the appli-
cation of AI goes one step further. While most Industry 4.0 
approaches as we know them today stop at company bounda-
ries or direct supplier and customer interfaces, the use of AI 
can enable the linking of product and production-related data 
within (or even beyond) an industry’s entire value chain. Track-
ing the entire life cycle of products and resource flows could 
prove to be an effective tool on the path towards a truly circu-
lar economy. The Environmental Digital Agenda from the Ger-
man Federal Ministry for the Environment (BMU 2020), for in-
stance, proposes the idea of developing a “digital product pass-
port” for more transparency about the environmental impacts 
of different products. This would use intelligent algorithms to 
collect and provide information about where the raw materi-
als come from, the working conditions it was produced under, 
how much CO22 was generated in the process and information 
about how to recycle it.

Launched in February 2020, the REIF project [5] aims to 
use Artificial Intelligence to help reduce food losses in the 
dairy, meat and baked goods sectors by up to 90 %. This in-
volves building an AI‑based system that increases communica-
tion and transparency between the different actors in the food 
industry and enables forecasting techniques to better match 
supply and demand.

The actual ecological benefit of this kind of applications is 
determined by how companies use the resources that they save, 
and it is important to avoid rebound effects. If the resources 
saved are only used to further increase production, this under-
mines the overall sustainability of the impact. However, if in-
vestments are made in more environmental technologies and 
processes, a positive ecological effect is to be expected. Environ-
mental policy incentives and regulations therefore ought to be 
designed in a way that encourages companies to increasingly 
opt for efficiency instead of expansion (UBA 2019).
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Applying Artificial Intelligence and 
avoiding overkill

In addition to the examples already mentioned, there are 
other areas where AI applications could boost sustainable de-
velopment (see RESET 2020). These show that the potential 
applications of AI in the area of environmental and climate 
protection are diverse and that the technology can enable in-
creased energy saving and resource efficiency. From a sustain-
ability perspective, however, it is important not to lose sight of 
what actually makes sense. This does not only mean assessing 
whether the resource expenditure of a technology is in propor-
tion to the resource use or resource reduction (c. f. Gährs et al 
this issue). Instead, we must always begin by asking which so-
lution is the best for each particular problem. This means that 
in each use case we must consider whether a resource-inten-
sive AI application is really necessary or whether a simple al-
gorithm or a non-technical solution (such as new practices or 
organisational forms) might also be sufficient (c. f. Colaço this 
issue). The hype we are currently experiencing with regard to 
Artificial Intelligence reinforces the tendency to blindly believe 
in technology – “a new technology can only be better!” – and 
we run the risk of overkill.

Creating a climate of sustainability

Both the BMU’s Digital Agenda and the White Paper (Eu-
ropean Commission 2020) published by the European Com-
mission in February 2020 already highlight the opportuni-
ties that AI offers for environmental and climate protection, 
as well as the regulations needed for sustainable development. 
But it remains to be seen whether the Digital Agenda, the 
White Paper and other nascent policy efforts will actually en-
sure that sustainability plays a more prominent role in AI de-
velopment.

It is crucial to create sustainable conditions at various levels. 
Firstly, this includes creating further funding opportunities, as 
there are currently only a few funding programmes specifically 
geared towards sustainable AI. Funding programmes such as 
the “AI Lighthouses for the Environment, Climate, Nature and 
Resources” from the German Federal Ministry for the Environ-
ment (BMU) or programmes by Google and Microsoft are of-
ten aimed at individual projects and solutions rather than mak-
ing AI development more sustainable overall.

Secondly, it is important to create new connections between 
research communities because there is currently (still) far too 
little collaboration between research communities working on 
AI and research communities working on climate and envi-
ronmental issues. One of the organisations that has set out to 
build this bridge is Climate Change AI. This alliance of scien-
tists wants to establish a platform for all those who are already 
working with AI technologies for positive climate impact, and 
those who would like to, and want to contribute to a reflected 
and critical discourse on the topic.

In order for AI to be used effectively to shape the complex 
challenges of our economy, all of the relevant actors from busi-
ness, civil society, science and politics must work together, es-
pecially when it comes to generating, collecting and sharing 
data (Ellen MacArthur Foundation 2019). We must ensure that 
data can be shared openly and securely, allowing AI‑based ap-
plications to be developed in a way that is accountable and in-
volves all actors.

The lack of environmental and climate policy frameworks 
and incentives also means that sustainability aspects tend to be 
marginal issues in relation to AI‑based technologies in particu-
lar, and also with regard to digitalisation in general. However, 
the more that sustainability is built into our entire digital in-
frastructure, the more sustainable AI applications will become.

Annotations
[1]	 https://powertac.org/
[2]	 www.carbonintensity.org.uk/
[3]	 https://reset.org/blog/fuer-mehr-energieeffizienz-bractlet-erschafft-

digitale-gebaeude-klone-01062020
[4]	 https://leanheat.de/
[5]	 https://reset.org/blog/projekt-reif-kuenstliche-intelligenz-identifiziert-

food-waste-entlang-der-lebensmittelkette-030
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ing the negative impact of such policies on economic growth 
often impede their implementation. These concerns stem from 
central societal areas such as employment and social security 
systems depending on economic growth – at least under exist-
ing conditions (Petschow et al. 2018). To facilitate the required 
social-ecological transformation, these areas must be trans-
formed to become growth-independent.

While a social-ecological transformation is still to be realized, 
the digital transformation is reshaping our economic and social 
systems. Digitalisation is fundamentally transforming produc-
tion structures and consumption patterns. The application of 
information and communication technologies could increase 
efficiencies and optimize processes, lifting environmental bur-
dens (Jungblut et al. in this issue). At the same time, digitali-
sation, as it is unfolding today, brings with it rising energy and 
resource consumption by the digital technologies themselves 
(Pohl et al. this issue), as well as rebound mechanisms that 
increase environmental throughput (Lange et al. 2020). More
over, digital transformation could also worsen or counteract ex-
isting growth dependencies. Digitalisation therefore needs to 
be reconciled with growth independence and social-ecological 
transformation (Lange/Kristof 2020). This is illustrated in Fig-
ure 1.

In the following, we first describe the relationship between 
the concept of growth independence and digitalisation. In do-
ing so, we look at the extent to which automation processes 
can lead to an increased dependence on growth for employ-
ment and for the financing of social security systems. In addi-
tion, we present two approaches to counteract this dependence 
on growth on the macro-economic level. Afterwards we turn to 
the micro-economic level and focus on consumption patterns. 

We delineate the circumstances under which the potentials of 
digitalisation could be reaped to support the adoption of suffi-
ciency-oriented lifestyles in a growth-independent society.

Growth independence and digitalisation

Urgently needed strong environmental policies are being 
pushed back if they are considered to limit economic growth. 
This “put-on-hold attitude” is hampering the social-ecological 
transformation. For example, politicians controversially de-
bated the pricing of climate-damaging CO22 emissions in con-
nection with the new climate protection law in Germany in 
2019. While the federal Environment Agency estimated damage 
costs related to CO22 emissions to be 180 EUR/tCO22, the price 
that has been set is now 25 EUR. Arguments in favour of this 
low price were that a high price for CO22 might negatively im-
pact private consumption and Germany’s international com-
petitiveness thereby endangering companies’ growth targets. 
In the end, these concerns outweighed the insight that a low 
CO22 price does not have the necessary steering effect to avert 
the consequences of climate change, which are associated with 
considerable social costs.

But why is it the case that growth targets repeatedly dilute 
environmental policy decisions? One reason is that several 
societal areas are growth-dependent. These areas fulfil a so-
cially desirable function and contribute to an important soci-
etal goal. But under current conditions, their functionality and 
contribution to society depend on continuous economic growth 
(Petschow et al. 2018, Zahrnt and Seidl 2009). The growth-de-
pendent areas are, amongst others, social security systems and 
employment (Petschow et  al. 2018). Environmental policies 
possibly leading to a decline in economic growth threaten the 
viability of these areas. Shaping the latter in a way that they can 
fulfil their socially desirable function even if the economy is not 
growing would release environmental policies from any reser-
vations regarding limiting growth. In other words, establishing 
growth-independent areas is necessary if Germany, and other 
developed countries are to be steered onto a path towards stay-
ing within planetary boundaries.

How does digital transformation affect the establishment of 
growth-independent areas? At first glance, digital transforma-
tion increases the growth dependence of social security systems 
and employment as it enables automation processes. Overall, 
the automation of production processes through digitalisation 
increases labour productivity, which means that, for the same 

Realizing sufficiency-oriented lifestyles

Towards Digital Growth-independent 
Societies

Growth-independent areas are a prerequisite in 
enabling the environmental policies needed to 
prevent environmental depletion. Yet, digitalisa-
tion is reshaping our economy in a way that could 
both hamper and benefit growth-independent 
areas.
By Josephin Wagner and Steffen Lange

‌I f we are to face the challenges of climate change, of biodiver-
sity loss and of exceeding other planetary boundaries, radical 

environmental policies are needed. However, concerns regard-
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output with the same average working time, less employees 
are required. This productivity increase reduces employment. 
It also dampens social security payments, as these primarily 
come from wages. Social security payments are put under pres-
sure – in addition to the increasing unemployment – due to two 
additional developments related to automation. First, automa-
tion changes production structures in a way that decreases de-
mand for certain qualifications while increasing the demand 
for others. Those changes in demand hit low-skilled workers 
particularly hard because new jobs tend to be created in higher-
skilled areas. Newly created jobs for low-skilled workers are rel-
atively more often not subject to social insurance contributions. 
Hence, contributions to social security tend to decline. Second, 
wages make up a smaller part of overall income, while the share 
of capital income rises. As income from capital does not con-
tribute to social security payments under current systems in 
Germany and many other countries, further pressure is put on 
financing social security.

Economic growth under the current systems helps to pre-
vent unemployment in the face of automation and continuing 
increases in labour productivity. Growth also helps finance so-
cial security systems since, by preventing unemployment, it 

also supports contributions, as these are directly linked to wage 
income. Hence, under otherwise equal conditions, automation 
processes increase the growth dependency of both the employ-
ment and the social security systems.

Two approaches for reconciliation

There are, however, approaches to reconciling digitalisation 
and growth independence. The first approach addresses the re-
lation between employment and growth by changing the rela-
tive prices of environmental throughput and labour. It tackles 
the roots of rising unemployment in connection with the digi-
talisation processes, i. e., the rising labour productivity outlined 
above. Instruments such as abolishing ecologically problematic 
subsidies (Paech 2012), introducing environmental taxes (Daly 
2008, Binswanger et al. 1981) and establishing cap and trade sys-
tems (Daly 1991) aim at increasing resource and energy costs. At 
the same time, labour costs could be reduced – which does not 
mean to reduce wages. Rather, social security payments from 
wages [1] and taxes, in particular on low and medium wages, can 
be reduced in order to make labour effectively cheaper from the 
firms’ perspective. Both combined – higher costs for environ-

Figure 1: Digitalisation: Moving onto the sustainable transformation path through growth independence

Digitalization and sustainability must be thought of together. At the same time, we must 
overcome the growth paradigm and instead organize our society independently of growth. 
Only a refocused and purposeful digitalization can contribute to sustainable transformation 
and help prevent socio-ecological crisis.

DIGITALIZATION: 
Moving onto the sustainable transformation path 
through growth independence 

Digital transformation

Growth independence

Social-ecological 
crisis

Growth paradigm
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mental throughput and lower costs for labour – would greatly 
change the relative prices of energy and resources compared to 
the price of labour. Thereby companies would be incentivized 
to steer their research and innovation activities towards devel-
oping resource- and energy-efficient technologies rather than to 
increasing labour productivity. These adjustments would lead 
to energy and resources being substituted by labour so that la-
bour intensity would stop decreasing or even increase. Also, it 
would lead to rising costs for resource-intensive products while 
costs for work-intensive products would decrease, positively af-
fecting both the environment and labour demand. Both effects – 
the application of different technologies and a consumption 
shift towards labour intensive products – would increase em-
ployment, wages and social security payments.

The second approach is to reduce average working time. 
Working time reduction is an instrument for coping with the 
consequences of increasing labour productivity. To save jobs, 
instead of increasing the output, employees could spend less 
time working. This instrument is, however, associated with 
concerns from both employers and employees. For employers, 
the proposal to reduce working time often raises concerns re-
garding increasing costs stemming from the time needed to co-
ordinate working packages between employees, especially for 
job sharing. However, digital tools can help to address these 
issues: A growing number of information and communica-
tion technology (ICT) solutions can simplify collaboration pro-
cesses at work, which can reduce coordination costs. From em-
ployees, fears are arising that reduced working time could lead 
to declining real wages. This decline does not, however, have 
to be the case. On a macroeconomic level, the idea is that in-
creases in labour productivity are used not to increase wages 
but to decrease average working time. It does not mean that 
wages fall but rather that they stay constant.

The two approaches could and should be combined on the 
path towards social-ecological transformation. While getting 
the prices of environmental throughput and labour right will 
lead to additional employment in some sectors, other sectors 
will reduce production and unemployment will rise. If those 
people cannot find a job in another sector – be it because the 
employment is geographically far away or because it requires a 
different skill set – reducing working hours can be part of the 
solution. Unfortunately, the associated decline in real income 
can threaten livelihoods of low-wage earners. At the same time, 
for well-paid households, reduced working time can result in 
time affluence without serious financial bottlenecks. Hence, 
the political task would be to design working hour reductions 
so that low incomes increase instead of decreasing. For exam-
ple, wage compensation payments that are graduated according 
to income and family status can distribute the financial effects 
of working time reductions in a socially just manner (Wup-
pertal Institut 2008). However, it is also clear that the two ap-
proaches outlined here do not suffice to counteract social ine-
qualities that are already present in society and are likely to be 
exacerbated by digital transformation.

Sufficiency-oriented lifestyles

Turning to the micro-economic level we focus on the ques-
tion of how digitalisation can transform consumption patterns 
towards growth independence. Such consumption patterns be-
come necessary as meeting planetary boundaries calls for an 
absolute reduction in the consumption of energy and resources 
and the avoidance of environmental pollution (Alfredsson et al. 
2018). 

In addition to an efficient use of energy and resources, it is 
important to promote sufficiency, which can be understood as 
avoiding over- and underconsumption through reducing ma-
terial consumption levels in affluent societies (Princen, 2005). 
Social innovations such as peer-to-peer sharing or subsistence-
oriented activities like “do-it-yourself” could enable sufficiency-
oriented lifestyles as they facilitate an extended or more inten-
sive use of products by swapping, gifting, reselling, co-using, 
lending, renting or repairing (Scholl 2018, Jaeger-Erben et al. 
2017). The number of goods required to satisfy consumer needs 
thereby decreases (Gossen et al. 2019).

Peer-to-peer sharing, and subsistence-oriented practices 
also enable consumers to satisfy their needs more indepen-
dently of their income. Sharing allows them to access products 
without buying them and repairing prolongs a product’s life-
cycle. Consequently, consumers do not have to buy new prod-
ucts as often. In this sense, these practices enhance growth in-
dependence. Making the satisfaction of needs less dependent 
on income could be a useful complement to working time re-
duction in connection with increasing growth independence of 
employment (see above). Peer-to-peer sharing and subsistence-
oriented practices can, in turn, benefit from reducing working 
time, as these practices are originally connected to community 
building and collaboration, which require time that would be 
made available.

Digital tools bear the potential to support sufficiency-ori-
ented lifestyles. For example, digital peer-to-peer platforms that 
act as facilitators between “peers”, lower transaction costs of 
sharing and enable the efficient distribution of shared goods 
among large user communities (Benkler 2004), thereby giving 
more people access to shared goods and broadening the range 
of what is shared (Gossen et al. 2019). Moreover, digital facili-
tated open education (Voigt in this issue) can be used to build 
competencies for subsistence-oriented practices. For instance, 
peers can broadly share know-how on making, repairing, and 
upcycling on wikis or wiki-based websites such as ifixit.com. 
Web based community mapping projects can furthermore in-
crease the visibility of local sites like maker spaces, commu-
nity gardens or common fruit meadows which promote subsist-
ence-oriented practices (e. g., on sharing city community maps 
or mundraub.org). However, the growth-dependent design of 
currently prevailing peer-to-peer platforms and the dominance 
of commercial players (often in monopoly-like positions) coun-
teract digitalisation’s potential to support sufficiency-oriented 
lifestyles.
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Idle potentials

Wikis for subsistence-oriented practices face the challenge 
of animating users to share their knowledge while competing 
for attention with commercial providers who dominate the in-
ternet (Frick et al. this issue). Thus, it is not surprising that 
these kinds of wikis struggle to achieve widespread impacts 
and therefore cannot widely reap their potential to support suf-
ficiency-oriented lifestyles (Frick/Gossen 2019). The inferior-
ity of wikis is strikingly illustrated by the fact that Wikipedia is 
the only non-commercial website among the 50 most visited 
websites today (Frick et al. in this issue). A lack of funding for 
not-for-profit actors that aim at providing sufficiency-support-
ing services and are organized collaboratively adds to the chal-
lenge of catching up with the commercial players (Frick/Gos-
sen 2019, Frick et al. this issue).

Peer-to-peer platforms (e. g. Airbnb or getaround) promote 
using instead of owning. However, the current state and pre-
dicted development of peer-to-peer platforms show that most 
of these platforms operate under a growth paradigm at risk 
of counteracting their potential to support sufficiency-oriented 
lifestyles. Increasing economies of scale, predominant ven-
ture capital funding, positive network effects and additional 
value creation through data collection and processing create 
growth pressure for peer-to-peer platform providers (Behrendt/
Henseling 2018, Light/Miskelly 2019, Peuckert/Pentzien 2018, 
Srnicek 2018). Taken together, these factors lead to most shar-
ing markets tending towards monopolies (Peuckert/Pentzien 
2018). As peer-to-peer platforms expand, sharing between peers 
turns into sharing “with an anonymous general public” (Gos-
sen et al. 2019, p. 7). Trust between peers is replaced by trust 
in the platform with the help of technical fixes such as rating 
systems (Light/Miskelly 2019). Interpersonal relationships be-
tween peers become superfluous, and the originally collabora-
tive act of sharing turns into a cost-efficient, flexible, and spon-
taneous mode of consumption (Behrendt/Henseling 2018). At 
the same time, a growing number of consumption opportuni-
ties open up for users. These opportunities, however, have pos-
sible rebound effects in consumption behaviour that counter-
act the objective of lowering levels of resource intensive con-
sumption. For instance, a study on the peer-to-peer platforms 
for accommodation Wimdu shows that users’ travel activities 
increased due to the increasing availability of cheaper accom-
modation provided by these platforms. As half of the destina-
tions are reached by car, about a third by plane and a fifth by 
train these additional trips cause the emission of 25 kg CO22 
equivalents (Ludmann 2018).

Reaping the potentials of digitalisation

A highly commercialised internet and pressure for scaling 
up platform activities are obstacles to exploiting the potential 
of digital tools to promote sufficiency-oriented lifestyles. The 
question is how to tackle these obstacles.

A possible approach to overcome the scaling-up imperative 
of platforms due to their source of funding are platform co-
operatives. The platform corporativism movement addresses, 
among other issues, the question of a platform’s ownership 
(Scholz 2016; Schneider and Scholz 2017), which is linked to the 
question of whose interests need to be satisfied. Instead of scal-
ing up platforms to generate short-term profits for investors, 
platforms that are owned and governed collectively can pursue 
values such as sufficiency. While this freedom can be used to 
encourage users to reflect on their consumption levels instead 
of aggressively expanding reach, positive network effects also 
apply to collectively owned platforms. That means a peer-to-
peer platform needs to gain a certain minimum reach to gen-
erate benefits for its users. Achieving the required reach is par-
ticularly difficult for new competitors entering sharing markets 
that are dominated by platforms in monopoly-like positions. 
Users who already value and seek for sufficiency-oriented con-
sumption alternatives are likely to engage even in a small shar-
ing community (Behrendt/Hensling 2018), which would not be 
able to offer the same benefits as larger ones in terms of variety 
or flexibility. However, users who are merely interested in the 
cost-efficient, flexible, and spontaneous mode of consumption 
that large-scale peer-to-peer platforms offer would have high 
opportunity costs associated with switching to smaller, suffi-
ciency-oriented platform cooperatives and will be very likely 
not willing to take such a step (Gossen et al. 2019). In order to 
bring these platforms out of the niche competition would need 
to be spurred and the dominance of growth oriented commer-
cial platforms would need to be broken. It is therefore neces-
sary to level the playing field and generally address the prev-
alence of growth-oriented players in monopoly-like positions 
in the internet economy, e. g., by adapting funding programs 
and competition law (Frick et  al. in this issue for more and 
an in-depth discussion of measures). Transforming the inter-
net economy in such a way would also benefit the visibility 
and reach of wikis for subsistence-oriented practices. In addi-
tion, amplifying the platforms’ impact locally can help to em-
bed sufficiency-oriented lifestyles in local communities. Coop-

“The digital transformation  
is currently reshaping economic  

and social practices like  
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eration at municipal level can be a helpful instrument to en-
sure that a platform addresses specific local needs and is well 
adapted to local circumstances (Light/Miskelly 2019, Pentzien 
2021). Adaption to local circumstances might also involve re-
flection on the configuration of digital tools used to support a 
platform’s activities. To foster cooperation and interpersonal re-
lationships, digital tools should primarily be used “to support 
leadership, management, engagement and coordination tasks” 
(Light/Miskelly, p. 614), thereby making time for and not replac-
ing valuable community labour. A tool’s configuration should 
mirror the community members’ needs and evolve over time as 
those needs change, which might also mean uninstalling obso-
lete digital infrastructure. For instance, digital tools to promote 
trust in systems (such as PayPal or rating systems for trusted 
brokering) might be replaced by actual trust between the mem-
bers of the community that was built over time (ibid. 2019).

Conclusion

The digital transformation is currently reshaping economic 
and social practices like no other technological changes. To pre-
vent catastrophic climate change, biodiversity loss and trans-
gressing the other planetary boundaries, digital tools need to 
be propitiated with radical changes in practice. Growth-inde-
pendent areas are an important prerequisite on the macro-eco-
nomic level to facilitating the environmental policies needed. 
Hence, the digital transformation needs to be reconciled with 
growth independence. It is important that digitally enabled au-
tomatization processes do not exacerbate the growth depend-
ence of employment and social security systems. We showed 
that working time reduction and getting the prices for envi-
ronmental throughput right are two useful approaches to pre-
vent this exacerbation. On the micro-economic level digitalisa-
tion needs to transform consumption patterns towards sustain-
ability. Digital tools like peer-to-peer sharing platforms, wikis 
which share know-how on subsistence-oriented practices and 
web-based community mapping projects have the potential to 
promote sufficiency-oriented lifestyles, which are necessary to 
achieve at least partial independence of living standards from 
income and to satisfy needs even in a non-growing economy. To 
reap the tools’ sufficiency potentials, however, growth depend-
encies of platforms and the commercialization of the internet 
must be contained.

Annotation
[1]	 This would reduce the social security payments and would therefore 

make the financing of social security more difficult. At the same time, the 
tax incomes from environmental taxes can be used to help finance them.
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Whether digital or not, a fundamental paradigm 
shift in international tax policy is overdue in order 
to ensure adequate taxation of multinational 
corporations. The revenues lost through tax  
avoidance are urgently needed for investments 
in a socio-ecological transformation.
By Sarah Ganter

‌P‌ublic coffers can only provide quality public services and in-
vest in education, health, and public infrastructure if they  

are adequately resourced. The importance of this has once 
again been dramatically demonstrated to the world by the 
Covid-19 pandemic. But it is not only crisis management and 
response that cost money. Achieving sustainable development 
goals and transforming our economic and social systems to-
wards less energy-intensive and lower-emission forms of pro-
duction, consumption, and mobility in the course of a socio-
ecological transformation poses enormous financial challenges 
for the global community. The question of how increased taxa-
tion of the rapidly growing digital economy could generate ad-
ditional tax revenue for the necessary structural change or have 
an ecological steering effect in the sense of favouring more sus-
tainable digital business models through taxation is therefore 
discussed again and again.

As early as the 1990s, there were considerations to impose a 
global tax on the then new digital forms of communication in 
order to finance sustainable development. Under such a “bit 
tax”, as proposed in the 1999 United Nations Human Develop-
ment Report, users would pay one US cent for 10 megabytes 
of email volume. Given the worldwide e-mail boom, it was cal-
culated that the total revenue would amount to a “substantial” 
sum (UNDP 1999). With an estimated global data volume of 175 
zettabytes in 2025 (Reinsel et al. 2018), the coffers of the United 
Nations would be well-filled today. However, it is also possible 
that the decelerating effect of this tax would have taken digital-
isation down a completely different path.

A tax system from the analogue world

Such a global tax did not materialise. A lot of money is at 
stake in tax policy, and changes to the regulatory framework af-
fect the national sovereignty of states. This makes it particularly 

difficult to bring about urgently needed reforms of the interna-
tional tax system. The latter will soon celebrate its centenary: 
In the 1920s, the League of Nations, as the predecessor organ-
isation of the United Nations, dealt with the issue of taxation 
of companies operating in several states. The aim was to find 
a way to prevent double taxation. Already then, the interests 
of the countries in which multinationals are based (countries 
of residence) and those in which income is generated (source 
countries) were diametrically opposed (Rixen 2007). The result-
ing compromise linked the right to taxation to the existence of 
a physical permanent establishment. The individual branches 
of multinationals should be treated as independent companies 
and the profit should be divided proportionately between the 
states for taxation using the so-called arm’s length principle. 
The intra-company exchange of goods and services should be 
carried out using transfer prices, as is the case with independ-
ent companies.

Over the last hundred years and in the course of globali-
sation, the international financial system has become increas-
ingly convoluted. The tax rules created at the beginning of the 
20th century no longer meet the needs of today’s complexity. 
Multinational corporations and wealthy individuals are taking 
advantage of the regulatory vacuum. They cleverly shift profits 
and assets to where they are spared from the grasp of tax au-
thorities. This practice has been taken to extremes in recent 
years by companies with digital business models that can also 
generate profits in a country independently of their physical 
presence. The fact that the large multinational tech corpora-
tions in particular are enjoying huge growth on the one hand, 
while at the same time largely shirking their responsibility in 
financing the common good, is causing growing resentment 
among the global public and highlights the urgency of the need 
for international regulation. The action by the EU competition 
authorities against Apple’s tax deal with the Irish government 
caused a stir in 2016. Thanks to special tax arrangements, in 
2014 the group had paid only 0.005 % instead of the otherwise 
usual 12.5 % of Irish corporate taxes. The EU Commission or-
dered Apple to pay an additional 13 billion euros (The Guard-
ian 2016). The question of whether these practices actually vi-
olated applicable law and whether a corresponding repayment 
claim is justified remains a point of contention. The EU Com-
mission appealed a court ruling in favour of Apple in 2020. 
This is because many of the tax avoidance practices of the big 
tech companies are in a legal grey area and even if they run 
counter to a widely shared notion of justice, illegality is diffi-

Calling for a paradigm shift
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cult to prove. Google parent Alphabet, for example, reported 
a profit of almost 20 billion in Bermuda in 2017. The tax ar-
rangement that became known as the “Double Irish with a 
Dutch Sandwich” allowed the company to shift the income of 
a Dutch subsidiary via Ireland to its tax domicile in Bermuda 
with impunity, even though the company was registered in Ire-
land (Der Spiegel 2019). Once again, there were calls for a dig-
ital tax.

Call for a paradigm shift

The tax avoidance practices of the large digital corporations 
exposed the already existing weaknesses of the taxation of mul-
tinational companies. Even previously, the arm’s length princi-
ple system provided companies with traditional business mod-
els with many opportunities for “tax optimisation” by setting 
transfer prices between the individual business divisions. This 
is because it is difficult to objectively quantify which part of 
value creation takes place at which location along transnational 
production chains. In 2015, the Independent Commission for 
the Reform of International Corporate Taxation (ICRICT) was 
launched by a network of civil society organisations. It argues 
that a fundamental break with the principles established a hun-
dred years ago is necessary for the international tax system to 
meet the needs of today’s global world economy. The ICRICT 
Commission, which includes prominent economists from the 
Global South and North, proposed in its initial declaration that 
multinationals should no longer be treated as affiliated single 
enterprises for tax purposes. Instead, they should be consid-
ered as a whole and be subject to unitary taxation. This takes 
into account the global profits of a company and allocates tax-
ation rights according to a formula between the countries in 
which the company is economically active. This formula could 
include factors such as sales or number of employees. In ad-
dition, a global minimum tax should counteract the interna-
tional competition for lower taxes (ICRICT 2015). According to 
the Commission, such a reform would take the wind out of the 
sails of tax avoidance practices and, in the interests of greater 

global tax justice, would provide higher tax revenues for the 
countries of the Global South in particular. To implement these 
reforms, the Commission proposed the creation of an interna-
tional tax authority at the United Nations, a UN Tax Body with 
universal membership.

The European interim solution

In the area of tension between countries of residence and 
source countries, the less location-bound value creation of the 
digital economy has shifted the international constellation of 
interests. Whereas until now it was mainly the countries of 
the Global South that were on the losing side of the system as 
source countries, the new tech companies have given European 
countries in particular first-hand experience of what it means 
when companies have a large number of users but no corre-
sponding physical presence in the country. Since as early as 
2011, there have been efforts in the European Union to create a 
uniform system for the taxation of multinational corporations 
with the so-called Common Consolidated Corporate Tax Base 
(CCCTB), which was not dissimilar to the idea of unitary taxa-
tion and a formulaic approach. The initiative failed due to op-
position from Ireland and the UK. With its proposal for a “Fair 
Taxation of the Digital Economy”, in early 2018 the EU Com-
mission put forward two new reform approaches for discussion 
that directly targeted digital business models. The first proposal 
for a common reform of the EU corporate tax rules for digital 
activities described a virtual permanent establishment of dig-
ital platforms as complementary to the conventional physical 
permanent establishment. A number of criteria would have to 
be met, such as annual revenues of more than seven million 
euros and more than 100,000 users, as well as more than 3,000 
business contracts for digital services in a member state. The 
second proposal was intended as a transitional solution until 
a more comprehensive reform came into force. An interim tax 
should cover income from activities where users are central to 
value creation. This includes revenue from online advertising 
space, digital brokerage and the sale of data and user-provided 
information. To protect smaller companies, a corresponding 
tax rate of three percent on digital services should only apply 
to global sales exceeding 750 million euros per year (European 
Commission 2018). But the initiative failed to achieve the nec-
essary unanimity in the Council of the European Union. The 
fact that even among the EU member states there are coun-
tries that have a tax haven character does not make it any eas-
ier to reach a consensus. This is one reason why the EU Com-
mission wants to gradually move to majority voting in tax mat-
ters by 2025 (European Commission 2019).

The OECD Inclusive Framework

The venue for the international reform debate beyond the 
European level has so far been the Organisation for Economic 
Co-operation and Development (OECD), in which the rich in-

“Tax avoidance of large  
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dustrialised countries are organised. A large-scale project to 
combat base erosion and profit shifting (BEPS) already cleared 
up a number of weaknesses of the previous system but did not 
fundamentally question its principles. Here, too, the discussion 
about adequate taxation of the digital economy injected new 
momentum into the negotiation process. In 2018, the OECD 
promised to find solutions for taxing the digital economy by 
the end of 2020 in a new edition of the BEPS project. This time, 
non-OECD countries were invited to participate in the negoti-
ations. Representatives from over 135 countries are discussing 
new rules for international taxation in the so-called Inclusive 
Framework on BEPS. Even if digital business models were the 
impetus, the point is not to formulate a special regime for the 
digital economy, but to formulate solutions that put a stop to tax 
avoidance by multinational corporations in a globalised and in-
creasingly digitalised world. The subject of the negotiations is a 
new international regulatory framework in two pillars.

The first pillar deals with the issue of a global redistribution 
of taxation rights and the creation of a new starting point for 
taxation beyond the physical permanent establishment. This 
would give source countries more taxation rights. Low- and 
middle-income countries tend to be market countries, which 
is why a comprehensive redistribution of taxation rights would 
benefit the countries of the Global South. But since profits from 
tax havens would be redistributed, in the end everyone would 
benefit from such a reform. Nevertheless, more export-oriented 
countries like Germany fear the loss of tax revenues. As re-
quested by the ICRICT Commission, the OECD proposal also 
provides for a formulary apportionment of profits. Yet while IC-
RICT wants to apply it to the global profits of a company, the 
OECD draft distinguishes between so-called routine and resid-
ual profits, which is the profit that remains after deducting the 
cost of capital, and only makes part of it the subject of a formu-
lary apportionment. However, the international taxation of rou-
tine profits is to largely proceed as before via the arm’s length 
principle. In a statement on the negotiations, the ICRICT Com-
mission criticises the artificial division into routine and resid-
ual profits and points out that the retention of the arm’s length 
principle for routine profits would perpetuate the weaknesses 
of the old system (ICRICT 2019 a).

The second pillar aims to curb the international competi-
tion for lower taxes by setting a global minimum effective tax 
rate. How exactly this should look like in practice is still being 
discussed. The OECD proposal provides two instruments to 
prevent companies from shifting their profits to a low-tax lo-
cation. If a company subsidiary is taxed below the minimum 
tax rate in the country where it is based, the difference can 
be levied in the country where the parent company is based. 
This would remove the incentive for lower taxation. A second 
instrument has a complementary effect and taxes profits that 
are shifted within affiliated companies to another country if 
the destination country does not tax them at an appropriate 
level (Becker/Englisch 2019). The ICRICT Commission also fa-
vours such a global minimum tax rate but sets it at 25 %, twice 

as high as discussed in the negotiations. A lower tax rate, IC-
RICT argues, would disadvantage smaller companies that pay 
the regular tax rates, which are only slightly below 25 % on av-
erage in the OECD. Developing countries, which often have 
a higher rate and are also particularly dependent on tax pay-
ments of multinational corporations, would be even more af-
fected (ICRICT 2019 b). It is also important that the question 
of who comes first in taxation is not decided in favour of the 
countries of residence.

Growing pressure to act for a multilateral 
solution

As tax avoidance strategies exploit the blind spots of the ex-
isting system, there is little reliable data on the sums lost to 
public coffers. During the OECD process, multinational cor-
porations were obliged to report their profit distribution to the 
tax authorities on a country-by-country basis. The question of 
whether these reports should be publicly accessible (public 
country-by-country reporting) to create real transparency is a 
recurring subject of political discussion, also in the European 
Union. Country-specific data were published by the OECD for 
the first time in mid-2020. With this as a basis, the civil soci-
ety Tax Justice Network (TJN) calculated that the global loss 
of revenue due to tax avoidance by multinational corporations 
and wealthy individuals totals more than 427 billion US dol-
lars per year. 245 billion of this is due to corporate tax avoid-
ance. Against the backdrop of the Covid-19 pandemic, the State 
of Tax Justice report in which the figures were published calcu-
lates that the total could pay the annual salaries of more than 34 
million nurses (Tax Justice Network 2020). Especially the coun-
tries of the Global South are dependent on the tax payments of 
multinational corporations. In the wake of the Covid-19 crisis, 
the pressure to reform has increased further. While the EU and 
OECD are struggling to find solutions, the UN Committee of 
Experts on Tax Matters presented a proposal in spring 2020 on 
how the taxation of digital services could be included in bilat-
eral tax treaties (UN Expert Committee on Tax 2020).

“A fundamental paradigm shift  
in international tax policy is needed  

to ensure adequate taxation  
of multinational corporations.”
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Time for a UN Tax Body

Digital or not, a fundamental paradigm shift in international 
tax policy is needed to ensure adequate taxation of multina-
tional corporations. The lost tax revenues are urgently needed 
to finance efforts to overcome the crisis and to invest in a socio-
ecological transformation towards a more sustainable global 
development model. But despite intensive efforts, it has not 
been possible to bring the OECD negotiations to a conclusion 
by the end of 2020. The USA withdrew from the process in-
definitely in the middle of the same year. It remains to be seen 
what course the Biden administration will take. Several coun-
tries have already announced unilateral measures if no agree-
ment is reached by mid-2021, and the EU is also continuing to 
discuss a digital service tax as a transitional solution. This in-
creases the pressure on international negotiations, but carries 
the risk of tax and trade conflicts and ultimately does not pro-
vide a sustainable solution. The US announced only recently 
that it will impose 25 % tariffs on imports of French handbags 
and cosmetics from January 2021 in response to the French 
digital tax. Not even multinational corporations are interested 
in further fragmentation of the international tax system and 
the associated legal uncertainty. As with other multilateral chal-
lenges, international tax policy is also about weighing national 
self-interests against a global perspective of justice. Civil soci-
ety organisations and countries of the Global South have there-
fore been calling for years for the United Nations to become 
the venue for the reform negotiations by creating an interna-
tional UN Tax Body with universal membership, so that the 
countries of the Global South can participate in the process 
on an equal footing (Ryding 2020). Maybe now would be the 
right time for it.
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